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Aim and Objectives

m Aim
To illustrate how Excel and SPSS can be used
to carry out statistical analysis and tests

m Objectives

To show you how to use some of the statistical
worksheet functions available in Excel and
SPSS

To show you how to use some of the tools
available in the Analysis ToolPak in Excel




Basic functions and
statistical applications
In Microsoft Excel

H Excel

Why use Excel?

m Very popular and widely used
m Software more accessible & user friendly
m Easy to format output

m Better charting facilities than some
statistical applications

m Good for exploratory/descriptive statistics
m graphs and tables
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In Life sciences and other fields, we
will use Excel to:

1. Store and organize data,

2. Analyze data (descriptive statistics &
inferential statistics), and

3. Represent data graphically (e.g., in bar
graphs, histograms, and scatter plots)

Starting MS Excel:

m Starting MS Excel: Double click on the
Microsoft Excel icon on the desktop

or

m Click on Start --> Programs --> Microsoft
Excel.
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Excel Basics

Excel spreadsheets organize information (text and
numbers) by rows and columns:
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paragraphs, number, Styles, Cells, and Editing.
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Excel Basics

» Acell is the intersection between a
column and a row.

» Each cell is named for the column letter
and row number that intersect to make it.

» For example, B2 is used to refer to the
cell in column B and row 2.

* B10:B20 is used to refer to the range

of cells in column B and rows 10
through 20.
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Data Entry

There are two ways to enter information into a cell:

1. Type directly into the
cell.

Click on a cell, and type in
the data (numbers or text)
and press Enter.

—_— = B s =X
(©2) d 92 3 Microsoft Excel
Home| Insert | Page || Formt | Data | Revie:| View | Acrob |@
(A ] il e I Z
“a 4
Paste Font Alignment Number Styles = Cells
Clipbo... & Editir
( Al v (O X v F|533.42
&) Bookt
A c D E
1514 |

2. Type into the formula
bar.
Click on a cell, and then

& Alle= % A | =) Z=
@ 51
Paste
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click in the formula bar (the
space next to the & ). Now
type the data into the bar
and press Enter.
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Data Entry

Enter the following information into your spreadsheet:

/D::\ = &)+ Bookl - Microsoft Excel -8
- pE— Pagelayout  Formulas  Data  Review View  Acrobat @ - ™ X
% Calibri Number — ~|[ A || Geinsett~ | X~ 40~
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a1 Instructor 1 Instructor 2
2 3.1 2.5
3 2.7 3.9
4 3.2 4.0
5 2.9 24
6 2.8 2.7
7 3.0 2.8
8 3.3 4.0
9 2.8 2.6
10 3.0 3.1 il
11 3.2 3.0
12 \/mean I _I
13
14
4 4 b ¥ | Sheetl Sheet2 , Sheet3 %I [ I i el |
Ready |EEEFTNE 9 o 1"

Formulas and Functions

m Formulas are equations that perform
calculations in your spreadsheet. Formulas
always begin with an equals sign (=). When you
enter an equals sign into a cell, you are basically
telling Excel to “calculate this.”

m Functions are Excel-defined formulas. They take
data you select and enter, perform calculations
on them, and return value (s).

12
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More on Functions

m All functions have a common format — the equals sign
followed by the function name followed by the input in
parentheses.

m The input for a function can be either:
A set of numbers (e.g., “=AVERAGE(2, 3, 4, 5)")
= This tells Excel to calculate the average of these numbers.

A reference to cell (s) (e.g., “=AVERAGE(B1:B18) or
“=AVERAGE (B1, B2, B3, B4, B5, B6, B7, B8)”

= This tells Excel to calculate the average of the data that
appear in all the cells from B1 to B8.

= You can either type these cell references in by hand or by
clicking and dragging with your mouse to select the cells.

13

"
Functions for Descriptive Statistics

=AVERAGE(first cell:last cell): calculates the mean
=MEDIAN(first cell:last cell): calculates the median
=MODE(first cell:last cell): calculates the mode

=VARP _(first cell:last cell): calculates the variance
=STDEVRP(first cell:last cell): calculates the standard deviation

e You may directly write the functions for these statistics into
cells or the formula bar, OR

e You may use the function wizard ( £ in the toolbar)

AT~ F+ | =AVERAGEIF(A1:01,"<=0")
ale|lclolelrlelmn|l1]s k| L[m|[n|o]ler
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Functions for Descriptive Statistics

-"Em\". - =1 D Bookl - Microsoft Excel -B=x
| Your Excel o — Page Lay | Formula | Data | Review | View | Acrobat | @ — @ X
% Calibri -l - = o Wil A M} E - 20
spreadsheet D) & |[msaaw 3 »
Paste 7 BT A Alignment |Number | Styles | Cells | -,
should now look cosane = |__rom =
. . [ D17 v A
like this: Al 8 ¢ Lo lce ¢ | of
1 Instructor 1 Instructor 2
2 3.1 25
3 2.7 3.9
4 3.2 4.0
5 2.9 24
6 2.8 2.7
7 3.0 2.8 =
8 3.3 4.0
9 2.8 2.6
10 3.0 3.1
11 3.2 3.0
12 mean 3.0 3.1
12 median 3.0 2.9
14 mode 3.2 4.0
15 wvar 0.04 0.36
16 stdev 0.19 0.60
|] 74 # | Sheet1 “sheet2 ~ sheets i il
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Advanced Microsoft Excel 2007 &
2010

m Click the Microsoft Office Button , and then click Excel
Options.

m Click Add-Ins, and then in the Manage box, select
Excel Add-ins.

m Click Go.

m In the Add-Ins available box, select the Analysis
ToolPak check box, and then click OK.

m If you get prompted that the Analysis ToolPak is not
currently installed on your computer, click Yes to install
it.

m After you load the Analysis ToolPak, the Data Analysis
command is available in the Analysis group on the Data
tab. 16
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Analysis ToolPak

engineerng

Provides data analysis tools for statistical and
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Descriptive Statistics and
other Statistical methods in

Excel

m Descriptive Statistics and other
Statistical methods : Tools - Data
Analysis—> Statistical method.

19
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Descriptive Statistics

m Mean, Median, Mode = Range

m Standard Error m Minimum
m Standard Deviation m Maximum
m Sample Variance m Sum

m Count

m kth Largest
m kth Smallest

20
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o Descriptive Statistics and other
1 scores Statistical methods in Excel 2010
2 82
3 93
a 91 Data Review Wiew Developer [~ a o B R
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Analysis ToolPak — in Excel

Descriptive Statistics

Correlation

Linear Regression

z-Tests
ANOVA

|
|
|
m t-Tests
|
|
m Covariance

Data Analysis @
Analysis Tools
Anova: Single Factor - k
Anova: Two-Factor With Replication

Anova: Two-Factor Without Replication L
Correlation =
Covariance
Descriptive Statistics
Exponential Smoothing
F-Test Two-Sample for Variances
Fourier Analysis
Histogram v
23

Correlation and Regression

m Correlation is a measure of the strength of linear association

between two variables.

m Every correlation has a direction (positive or negative):
+ correlation: increase in one variable are associated with proportional

increase with another variable.

= Example: Length weight relation ship. Body height and weight
- correlation: increase in one variable are associated with decrease in

other variable.

Values between -1 and +1

Values close to -1 indicate strong negative relationship
Values close to +1 indicate strong positive relationship
Values close to 0 indicate weak relationship.

m Linear Regression is the process of finding a line of best fit through

a series of data points.

24
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Calculating Pearson’s r

m Correlations are described using the Pearson
Product-Moment correlation statistic, or r value.

m |In Excel, there are many functions that can calculate
a correlation statistic, however, we will only use =
PEARSON in this class.

Let’s say we want to determine if there is a
relationship between number of hours spent per
week studying for SCBT 33112 Environmental
biotechnology and GPA earned in the class at the
end of the semester.

To do so, we can calculate Pearson’s r for our two
variables.

25

g
Enter the following data into Excel:
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3.3
29
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1
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[ O M| 22436, )

:

4
]

o

Study Hrs = average number of hours spent per week studying for

Environmental biotech

GPA = grade-point average earned in Environmental biotech

26

13



Step 1: Select the cell where you want your r value to
appear (you might want to label it).

Step 2: Click on the function wizard # button.
Step 3: Search for and select PEARSON.

o) | 9> -5 )F  Bookl - Microsoft Excel -8Xx
| Home | Insert | Page Layout Formulas Data Review  View | Acrobat @ - ™ X
& calibri S = % Al iz 5~
| o 0]
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Clipboard = Font F] Ipearson g—ul
I E5 - Or select a category: |Recommended =l
A B c D E F
1 Student StudyHrs GPA
2 1 42 3.3
3 2 23 29 SLOPE
k. 3 31 3.2 StudyHrs and GPA:
5 | 4 35 3.2 I I
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6 5 16 19 Returns the Pearson product moment correlation cosfficient, r.
7 6 26 24
8 7 39 3.7
9 8 19 2.5
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1
anl z 3
4 4 > M| Sheetl - Sheet2 ~Sheet3 ¥ _
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Step 4: For Arrayl, select all the values under Study Hrs.
For Array2, select all the values under GPA.
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2 ‘ 1] 42 3.3 _
3| 2| 23 2.9 Returns the Pearson product moment correlation coefficient, r,
4 | 3 31 3.2 Arrayl is a set of independent values.
15 4 35| 3.2
6 | 5 16 1.9
i 7 \ 6 261 24 Formula result =
8 | 7 39 3.7 Help on this functi Cancel
9| 8| 1l 25
10
11
anl — e ey e
M 4 » ¥ | Sheetl ~ Sheet2 ~ Sheet3 ~ ¥l N
Average: 28.875 Count:8  Sum: 231 l 810 {1 |y
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Step 5: That's it! Once you have your r value, don't

forget to round to 2 decimal places

0 B9 -3 Bookl - Microsoft Excel =B
Home | Insert Pagelayout Formulas Data Review View Acobat @ - & X
=% calibri Sl - = = Number - A=)z AV~
Jang-m,{ B ||$ % @~ 4~
Paste 7 & oA ‘763 S| A
Clipboard Font = % o & Editing
[ E5 ~( fx | =PEARSON(B2:B9,C2:C9)
A B C D E E G H
1 Student StudyHrs GPA
2 1 42 33
3 2 23 2.9
4 3 31 3.2 StudyHrs and GPA:
5 4 35 3.2 I 0.88!
6 5 16 1.9
7 6 26 24
7 39 3.7
9 8 19 25
10
W4b ¥| Sheet1 “Sheets ~Sheets /¥ A1 D ! m
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Interpretation: What does the r value of 0.88 tell you about the
strength and direction of the correlation between Study Hrs and

GPA?
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To create a line chart, execute the following steps.
1. Select the range A1:D7.
2. On the Insert tab, in the Charts group, choose Line, and select
Line with Markers.
Home nsert Page Layout Formulas Data Review View Developer
A B2 Es e il Sl O
P\vntTah\e Table Picture  Clip JSmEﬂ‘AI’t Column Lms P\e Ear Araa S(attar Other
Art B3+ Screenshot - Charts =
Tables Illustrations 2-D Line
[ a1 - £ | mMonth
A | B [ D E
_1 [Month  Bears Dolphins Whales
2 |1an 8 150 20) el . s
3 [|Feb 54 77 54 Q N | A
_4 |Mar %3 . 100 3-D L Line with Markers
| 2| &b oL 7 Display trend over time (dates,
6 [May 137 6 93 %5 years) or ordered categories.
LJU" Ll L bz Useful when there are only a few
2 data points,
9
10 30
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Line graph
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160 /
L /
120 \ /
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Change Chart Type
You can easily change to a different type of chart at any time.
1. Select the chart.
2. On the Insert tab, in the Charts group, choose Column, and select
Clustered COIumn m_mme et [ e e e
O EEE e gl o )
PivotTable Table | Picure Clip ., Column| Line  Pie  Bar Area Scatter Other
> Art G Sereenshot — - e 5 > - +  Charts~
Tables Tllustrations. 2-D Column =
| charts - £
A B C D
1 Month Bears Dolphins Whales
2 |Jan 8 150 80 Compare values across categories
3 Feb 54 77 54 by using vertical rectangles.
4 |Mar 93 32 100 Use it when the order of categories
5 Apr 116 11 76 lig is not important or for displaying
6 May 137 6 93 item counts such as a histogram.
7 Jun 184 1 724
8
9 Cone
10
n i) Jab] JA4] B4
= Pyramid
14
: ] 28] JAA] b
16
il AN Chart Types
- 32
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Bar Chart - Species density in different
months

M Bears

M Dolphins
B Whales

lan Feh Mar Apr May Jun

33
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If you want the animals, displayed on the vertical axis, to be displayed on the
horizontal axis instead, execute the following steps.
1. Select the chart. The Chart Tools contextual tab activates.
2. On the Design tab, click Switch Row/Column.
®| = I R RS charts [Compatibility Mode] - Microsoft Bxcel ‘Chart.Tools.
Home Insert Pagelayout Formulas Data Review View Developer | Design | Layout Fo
Change Save As Switch Sele:t Qul:k h ‘ h ‘ L ‘ (
Chart Type Template | Row/Column Data Layout~
Type Data Chart L... Chart Styles
M Jan
HFeb
Bar Chart - Species density in ::‘
. o
different months -
ay
mlun
Bears Dolphins Whales 34
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Add Chart Title
To add a chart title, execute the following steps.

1. Select the chart. The Chart Tools contextual tab activates.

2. On the Layout tab, click Chart Title, Above Chart.

ompatibility Mode] - Microsoft Excel Chart Tools
Jrmulas Data Review View Developer Design ‘ Layout ‘ Format.

] ] o] ] (B ] ] | ] ] ) [
Chart | Axis Legend Data Data Axes  Gridlines Plot  Chart Chart 3D Trendline Lines
Title - |Titles~ -~ Labels~ Table~ h Area~ Wall~ Floor - Rotation A

None Axes Background An
Do not display a chart Title

— ‘Centered Overlay Title H 1 1 .
ﬂ Overlay centered Title on Population

chart without resizing chart

— Above Chart
iy | Display Title at top of chart
area and resize chart
% ®jan
More Title Options...
W Feb
= Mar
mApr
- May
W un
35

Bears Dolphins Whales

[ |
Legend Position
By default, the legend appears to the right of the chart. To move the legend to the
bottom of the chart,
1. Select the chart. The Chart Tools contextual tab activates.
2. 0n the Layout tab, click Legend, Show Legend at Bottom.
ompatibility Mode] - Microsoft Excel Chart.To0k)
amulas  Dsta  Review  View  Developer | Desion | Leyout | Format

| [l

Chart  Axis
Title = Titles~

| ] (2] (] (] | (98] ] ) L] ()
legend| Data Data | Axes Gridlines Plot Chart Chat 3D Trendline Lines
= |Labels * Table - - Area~ Wall - Floor - Rotation -

5 Nene Background An
iy Turn off Legend

Show Legend at Right J K L M 1
Show Legend and align
right

Show Legend at Top .
Show Legend and top Population
align

Show Legend at Left
Hin|  show Legend and align
left

[] ShowLegend at Bottom
5| snow Legend and align
battom

(Overlay Legend at Right

\Q Show Legend at right of
the chart without resizing
Overlay Legend at Left

Su| ShowLegend at left of
the chart without resizing

More Legend Options... Bears Dolphins Whales

WJan WFeb WMar MApr MMay Hiun 36




Creating two axis in a graph
[N - I N

m_Home Insert Page Layout Formulas Data Review View
=z HE [ .
7 [ e B2 2 i gl & Sl |-
“ivotTable Table Picture Clip Shapes Smart&rt Screenshot | |Column| Line Pie Bar Area Scat

- Art - - - - - - - -

Tables llustrations 2-D Column L

A3 - ﬁ-| Programs ] =1 y
; — e =) 48] ¢
1 Monthly salary of biotech Post gradua e — =
2 | I S S S
q s %) 93] 30
4 |Ram 2000 ‘ ‘ | |
3 |Siven 1800 Cylinder
6 |Siva 4000 ] = | = | = |
7 |ne 50 | e8] 0] A2
B8 |kavitha 6000
9 |Gayathri 3500 Iz - - -
10 |Raja 8000
A /

11 |Ramli 3400 ‘J k_'ﬂ ‘J_ I | [ i
12

9000

8000
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6000
5000

4000 -
3000 -
2000
1000 +

B Average Monthly Salary
(RM)

M Years of Experience

38
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Format Data Series

Series Options

Series Options

Marker Options Plot Series On
Marker Fill @ Primary Axis
(O Secondary Axis
Line Calor
B = average Monthly Line Style
M T A W7 SeriesYea | worker line Color

A-d-Z Marker Line Style

Delete Shadow

SO I
& 5
& gt s & 6,-\“"‘ & & Resetto Mateh Style Glow and Soft Edges
— il Change series Chart Type... 30 Format
[l select Data...
Add Data Labels
Add Trendline...
[®F Format Data Series... 5000 »
8000
10
7000
6000 8
5000
]
4000
3000 4 m— Average Monthly
Salary (RM)
2000
1000 2 ——¥earsof Experience
o 0
O S R &
& 5 o “‘ "‘(}_\'S‘ &
39
] =i
Data Review View Design Layout | Format
B | |90 | || (o] o0 | o ) | |
Legend Data Data Ayes  Gridlines Plot Chart Chart 3-D Trendlin
= Labels ~ Table ~ < < Area~ Wall~ Floor - Rotation =
o []  Primary Horizontal Axis Title » [xes Background
_|E| Primary Vertical Axis Title ] Mone
|£—| Secondary Horizontal Axis Title * Do not display an fxis Title K
a @ Secondary Vertical Axis Title L4 Rotated Title
Ujdin Display Rotated Axis Title and resize
= chart T
£55 | 9000 Vertical Title
_ || spoo 4 LGy Display Axis Title with vertical text and
resize chart
| 7000 - Horizontal Title
= . - . .
— B | Display Axis Title horizontally and resize
6000 chart
5000 - More Primary Vertical Axis Title Options...
3000 4 = pAverage Monthly 1
Salary (RM
— 4| 2000 4 ry (RM)
1000 4 2 = ears of Experience
40
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Adding Error Bars in Excel graph

1. Select the chart. The
Chart Tools contextual tab

ChartTools

N 3 Chart Name
= — | chart2
Trendline Lines Up/Down| Error

Bars~ |Bars~

Analysis

activates. B ivout o
2. Onthe Layout tab, click ol

Error Bars, More Error

Bars Options...
3. Choose a Direction. Click N

Both.

4. Choose an End Style.
Click Cap.

5. Click Fixed value and
enter the value 10.

None
‘i's| Removes the Error Bars for the selected

series or all Error Bars if none are selected |

M N ¢ Error Bars with Standard Error
';"s|  Displays Error Bars for the selected chart
series using Standard Error
s Eror Bars with Percentage
'y't| Displays Error Bars for the selected chart
series with 5% value
5] Error Bars with Standard Deviation
','s| Displays Error Bars for the selected chart
series with 1 standard deviation
Mo N

re Error Bars Options...

42
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Format Error Bars 2 @

Vertical Ervor Bars Vertical Error Bars
Display
Direction

® Both
Glow and Soft Edges Minus
Plus

End Style
J No Cap
B Rt If you have SD values select
Error Amount custom and specify the values
® Exedvake: wl by selecting reference cell
Percentage:
Standard deviation(s):
Standard error
Custom: ErrorBars
120
100

(cose ]

Sales
gh

0 1 2 3 4 5 6 7 8 9 10 11

Period

Other formatting
functions in Excel




= S
Insert a Row/Column

m Insertarow:

Select the row you would like to insert above
= Clicking on the row number tab.

In Home tab, go to Insert and select Insert Sheet Rows.

-"E’-n\‘ =, s homeexpense.xlsx - Microsaft Excel
)
Home Insert Page Layout Farmulas Data Review View Add-Ins Acrobat @
ol - .( S .2 = S
B [ Tt TEwlE = |= Date 55 Conditional Formatting - {{|5= Insert b
23 |'$ ~ % 9 || G5 Format as Table ~ 5= Thsert Cells
Faste /B I U-||=Z-5- A =l ) ~
o e = T= - | %8 5%8| 5 Cell Styles = Insert Shyet Rows
Clipboard Font & Alignment 5| Number & Styles
‘ Al - J‘L‘ Items [E] ingert sheet
A B Gy D E F G H 1 1 K L
@ems January February March April May June July August  September

m Insert a column:

Select the column you would like to insert next to it
= Clicking on the column letter tab such as L.

In Home tab, go to Insert and select Insert Sheet Colu

mn.

mbe October |Average

= S
Change Column Width or Row

m Column Width

Drag the border between two columns to adjust
a column width.

Adjust column width for a group of columns
= Highlight the columns you want to adjust their width.
= In Home tab, go to Format and select Column Width...

m Enter a number of characters for column width. Click on
OK.

m Row Height
Drag the border between two rows to adjust a row width.
Adjust row width for a group of rows
= Highlight the rows you would like to change their height.

= In Home tab, go to Format and select Row Height.

= Enter a number of the row height and click on OK.
One point=.035 cm

| {C e

Height

== = AutoSum - W
a
] Fill -
Format ort &

5
&2 Clear - Filter ~

Cell size

AutoFit Row Height
dth...
AutoFit Column Width
Default Width..,
Visibility
Hide & Unhide 4
Organize Sheets
Bename Sheet
Move or Copy Sheet..,
Tab Calar 4
Protection
(i Protect Sheet...
(2| Lock Cell

‘jf‘ Format Cells...
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= JEE
Format a Worksheet

— Home Insert Page Layout Formula Data Review View Add-Ins Acrobat
-| B . . ing ~
& calib 1 Aal == =[] ; General £ Conditional Farmatting
Eel |'$ - % ¢ | EEFormatasTable -
Paste || Em . - Ar|E==EE
) B L U - d- A == = HE 8 3% =) Cell Styles ~
Clipboard ™= Font M Alignment F} Number & Styles

m Change the font size, color, and the
background of a cell or group of cells.

m Select the cells you'd like to change. Then
select a formatting tool.

m To show cell borders, highlight the cells
and select a border.
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" JE
Creating Basic Formula

® You conduct a mathematical calculation in

Excel by typing a simple formula into a | " Y e

cell. An Excel formula always begins with

. e A 8

an equal sign (=). )

m Math operators 2 [items January
Addition: + 3 |Grocery 2.30
Subtraction:- 4 Gas
Multiplication:* 2 {clathing e 2

RS ' 6 |Utilities L 5680
Division:/ 7

m Example: Gas + Utilities 8
Click on the cell that displays the expense 2 %!

CE)f ?as_and Utilities. 11 |Total of Utilities and Gas |:3i+36 .I
nter =. -

Click on the Gas cell for January.

Enter +.

Click on the Utilities cell for January
Hit Enter key.
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" JEE
Copy a Formula

m You may copy the same formula onto a series of
cells.
Example, a total expense in each of all 12 months.
Select the total cell for January.

Drag the bottom right corner of the cell to expand to the
December total cell.

The total expense is then calculated for all 12 months.

| 39 - fx | =sumisa:88)
A B c D

1
2 Items January February March 2
3 |Grocery 2.30  100.00 300.00
4 Gas 530 120.00 230.00
5 |Clothing 56.80  34.70 234.50
6 |utilities 56.80 90.80 78.40
7
8 o
5 |Total 121.28f, 345.50 84330

= JEE
Define Data as a Table

Select the data for your table.

On the Home tab, in the Styles group, click the Format as Table button to display the
Table Styles gallery.

Click the style you want to use for your table.

Excel will automatically populate the Format as Table dialog box with the selected data
range.

Be sure to check the My table has headers check box if appropriate.
Click OK to create the table.

HOH Sales2 - Microsoft Excel T .).w

o @ o & ol

1

- A |

car A |
Sor & Fing &

er - Select
Lignt -

(SR

BRI

- Salespe
2 Faye Shel 3Jan § 278 Faye Sht
3 Faye Shell 4an § 46 Ken Dishf

4 Faye Shell 5van § 213 Lou Fah

5 Faye Shell 6-Jan § 218 Stone Rit SEEE]

6 Faye Shell 3 SooS:

7 Faye Shell |
8 Faye Shell i
9 Faye Shell |
10 Ken Dishner |
11 Ken Dishner

12 Ken Dishner |
13 Ken Dishner ==
14 Ken Dishner :
15 | Ken Dishner

16 Ken Dishner Table Styles Gallery

17 Ken Dishner = S =

W4 [ Svles Bons : B ™Y

Ready EE @ 00 + 50
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To Add a Total Row to a Table

- On the Table Tools Design tab, in the Table Style Options group,
click the Total Row check box.

- In the Total row at the bottom of the table, click the column where
you want to add a total.

- Click the arrow, and select the function you want to use.

[LZ" = SR HOH Sales2 - Microsoft Excel

Table Name: i su Total Row Check BoX | - \\cycerpow First Column
Table2 3" Remove Duplicates e V| Total Row Last Column

Export Refresh

T Resae Table | T3 Convertto Range 7] Banded Rows [ Banded Cotumns | I

Properties Tools External Table Data Table Style Options

B9 v 5
A B Cc D E F G H 1

3

LM SALES STAFF M JAN M FEB M MAR M TOTAL .
5 Ken Dishner S 3200 § 23800 $ 3,000 § 9.000
6 Lou Fash S 5700 $ 6,800 $ 5900 § 18,400 |
7 Stone Rivers s 4,800 S 5300 § 5500 § 15600
8 Faye Shel S 2400 s 1900 S 2100 S 6400]
9 Total -\ $ 49,400

10

11 Most Sales in Jan
12 Most Sales In Feb |
13 Most Sales in March

14
15
16 Var .

i« < 0| sales /Bonus Gustomars /%3 B~

Ready | fggj 100% (=

Click the arrow to expand the
list of available functions.
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'_
To Sort the Data in Your Worksheet

+  Click any cell in the column to sort.

+ On the Home tab, in the Editing group, click
the Sort & Filter button.

+  Click the sorting option you want. The
sorting options change depending on the

type of data in the column you are sorting

by.

- If the numbers in the column are
formatted as dates, Excel detects this
and offers sorting options Sort
Oldest to Newest and Sort Newest
to Oldest.

- If the column contains text, the sort
options are Sort A to Z and Sort Z to
A.

- If the column contains numbers, the
sort options are Sort Smallest to
Largest and Sort Largest to
Smallest.
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Applying Conditional Formatting with
Highlight Cells Rules

m Conditional formatting with Highlight Cells Rules allows
you to define formatting for cells that meet specific
numerical or text criteria (e.g., greater than a specific
value or containing a specific text string).

m Use this type of conditional formatting when you want to
highlight cells based on criteria you define.
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" JE
To Highlight Cells with Conditional Formatting

Select the data you want to apply
conditional formatting to.

On the Home tab, in the Styles group, click
the Conditional Formatting button.

From the menu, point to Highlight Cells _
Rules and click the option you want: T P —— : o
Greater Than . . . pi v e ol S
Less Than ...
Between . ..
Equal To ...
Text That Contains . . .
A Date Occurring . . .
Duplicate Values . ..

Each option opens a dialog box where you
can enter the condition to compare
selected cells to and the formatting to
apply when selected cells match the
condition.

Click OK to apply the conditional
formatting.

Values less than 50 e
are highlighted in red, |
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" J
To Remove Conditional Formatting

Select the cells you want to remove the
formatting from.

On the Home tab, in the Styles group,
click the Conditional Formatting button.

Point to Clear Rules, and click the option
you want from the menu:

Clear Rules from Selected
Cells

Clear Rules from Entire Sheet &

Clear Rules from This Table
(available if the selected cells are !

part of a table)

Duplicate values are L
highlighted in yellow. ]
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Applying Conditional Formatting with Top/Bottom
Rules

m One way to analyze worksheet data is to compare cell
values to other cell values.

m To highlight the highest or lowest values or values that
are above or below the average, use conditional
formatting Top/Bottom Rules.

m When you use Top/Bottom Rules conditional formatting,
Excel automatically finds the highest, lowest, and
average values to compare values to, rather than asking
you to enter criteria (as you do when using Highlight
Cells Rules).
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To Highlight Cells with Conditional Formatting Top/Bottom

Rules

1. Select the data you want to apply
conditional formatting to.

2. On the Home tab, in the Styles group,

click the Conditional Formatting
button.

3. From the menu, point to Top/ Bottom
Rules and click the option:

Top 10 Items . . .
Top 10% . . .
Bottom 10 ltems . . .
Bottom 10%. ..
Above Average . . .
Below Average . . .

4. Each option opens a dialog box
where you can modify the condition
and select formatting to apply when
cells match the condition.

5. Click OK to apply the conditional
formatting.

R s T T——— Click the Conditional
Im: - e Formatting button.

rA SEmee @ o
{ Point to Top/Bottom Rule:

| T . -

The Top/Bottom Rule for Above |

Average has been applied to the | I . e
selected cells using the Yellow |7 | ™
fill with Dark Yellow Text Option. |/ “

for e seecadrange vt Helow FLwh Dk el Tt |«

o) o
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Applying Conditional Formatting with Data Bars...

1.

Select the data you want to apply
conditional formatting to.

On the Home tab, in the Styles group,
click the Conditional Formatting
button.

From the menu, point to one of the
options, and then click the specific style
of formatting you want.

Data Bars —Display a color bar (gradient
or solid) representing the cell value in
comparison to other values (cells with
higher values have longer data bars).

Color Scales —Color the cells according
to one of the color scales [e.g., red to
green (bad/low to good/high) or blue to red
(cold/low to hot/high)].

Icon Sets —Display a graphic in the cell
representing the cell value in relation to
other values.

Faye Snail Suan
Faye Sl dan

Exie St
3 Arrows (Colored) |77
icon set applied tan

¥ o

g

% A3 o

G - S
- ) .

25 i ownn [ Pointtolcon Sets

h: — to open the gallery.

3 oo

0 .

o

s
s
s
s
s
s
s el
¢ 29 Ty
H . 27 N clickthe icon set to
3 2 % | apply to your data.
s T ¢
: s
3 eo0e eoe
$ ene ecee
s evce
s ot
5 eso vix
s
ol ol
*ID > ol
. B
Astrage 21908575 Cowd 33 Sum 3931 Mo &
58
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Generating Random
numbers in Microsoft
Excel

" JEE
Select a Random Decimal Value Between 0
and 1

If you want to generate a random decimal value between 0 and
1, simply use the Excel Rand function in any cell of your
worksheet:

=RAND()

This function will generate a different random decimal, between
0 and 1 and every time your worksheet re calculates.

Al v Jfx | =RAND()

A B c D E F G H [
0.494127
0.752404]
0.161495
0.727912f

0.871228
0.145717
0.355125!

W~ oW e
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Select a Random Integer Between Two
Supplied Integers

The Excel Randbetween function is used to generate a random
integer between two supplied integers. For example:
=RANDBETWEEN(O, 10)

=RANDBETWEEN(50, 75)

| Al - fe | =RANDBETWEEN(0,10)
A B c D E F

1 g|

2 7

3 9|

a 5|
|

= [ =]

AL~ fe | =RANDBETWEEN(S0,75)
A B C D E F G H [
1 57

61

If you know the sampling frame in advance then you

follow this
Pl R A R 1. Excel practice ¢
Home Insert Page Layout Faormulas Data
j & Calibri 11 v A4 = g[;] 2
| Ba- _
Paste B F U- ifi- Mm-A =E== &=
e 4 5 o - :
Clipboard 1= Font Pl Alignmeni
Al - fe | =1000*RAND()
A B
1 278
2 423 Sampling frame is 1000
3 244 If you want to sample 5 % of the population
4 196 so select 50
= 408
] 364
7 711

62
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Statistics using SPSS

" S
What is SPSS?

m Originally it is an acronym of Statistical Package
for the Social Science but now it stands for
Statistical Product and Service Solutions

m SPSSis a powerful program which provides
many ways to rapidly examine data and test
scientific questions.

m One of the most popular statistical packages
which can perform highly complex data
manipulation and analysis with simple
instructions.

m The program also is capable of producing high-
guality graphs and tables

64
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Starting SPSS

m Start — All Programs — IBM SPSS statistics 20

| IBM SPSS Statistics e
@ IBM SPS5 Statistics 20 License Autho
&3 IBM SPSS Statistics 20 N

./ ImgBurn

Computer

Control Panel

. Maintenance
. Microsoft Office

Devices and Printers

| Microsoft Sikverlight Default Programs
. Microsoft Silverlight 3 SDK
. Microsoft Silverlight 4 SDK Help and Support
. Microsoft SQL Server 2005

. Microsoft SQL Server 2008 -
| Back

| |Search programs and fil

65

Data Editor
= The Data Editor window displays the contents of the working dataset.
= [tis arranged in a spreadsheet format that contains variables in columns and
cases in rows.
= There are two sheets in the window.
= The Data View is the sheet that is visible when you first open the Data
Editor and contains the data.
= The other one is Variable view

Data Editor window (Data View)
i Data Editor —o=l|

Fie Edit View Data Transform Analyze Graphs Utilities Window Help
S| os] m| o] L =B ea] o] DR [ @ |
e |
var var var var var l var I ot
>
<)
4
5
=)
7
i<
9
10
11
12
13
e  § T 1—
Data View A Variable View /| [l Fvom e r[ 66
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= JEE
Data and Variable View

Data View:

= Allows you to entering the data and examine your
actual data.

Variable View:

» Variable view is for Naming and define the
variables

» |s it a string or numeric variable?

= Are there labels for it? In Variable view, you can
add labels to variables so your results will be
easier to understand.

67

" JE
Variable View window & Defining variable
names and their properties in SPSS

m This sheet contains information about the data set that is
stored with the dataset

m Name of the variable
m Type
.
m Width Fle EQt Vew Data Transform Andhze Graghs kibes Addons Window Heb
Deci | =|@|@| B o| | =] » Fie BIEIGI @)

L ecima Name | Type | Width | Decimals | Lsbel | Values | Missing | Columns | Align | Measwe |
1|Name  String 8 Name of the persan None None et Nominal

| | Lab8| 2|age Numeric 8 2 Age of the person  None None 8 Right  Scale
3|sex Numeric 8 2 sex of the person (1.00, male}... None | I L Scale

m Values 4income Numeric 8 4 Income None None 8 Right Scale

m Missing [

m column

m Align

m Measure

68
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Name

m The first character of the variable name

must be alphabetic

1 Variable names must be unique, and have

to be less than 64 characters.
1 Spaces are NOT allowed.

BAl Untitled [DaraSer0] - SPSS Dara Editar [E=N =R
Fie Ecit Wiew Data Transform  Analyze Graphs  Ulities Scd-ons  Window  Help
CHA @ O mBik A i SEHE 5%
Name Type Width | Decimal Is | Label wal | Missing |

<
Deta view | wariable view |

69

Variable View window: Type

1 Click on the ‘type’ box.

1 The two basic types of variables that you will use are numeric
and string. This column enables you to specify the type of

variable.
B Untitled1 [DataSet0] - SPSS Data Editor @] |
File Edt View Data Transform Analyze Graphs Lftiities Add-ons  Window Help
eHA [ o i A Al BhE vTo%
| Name Type Width | Decimals Label Vall | Missing
E——— 11
Data view | varisbie view

SPSS Processor is ready

Yanable Type

% Numerc

(" Comma

" Dot

" Scientfic notation
" Date

" Doliar

" Custom cumency
" Sing

Decimal Places ﬁ—

-
Width: |8 Carcel

e |

7
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Variable View window: Width

Width allows you to determine the number of
characters SPSS will allow to be entered for the

variable
B Untitled1 [DataSet0] - SFSS Data Editor l B |53 |
Filz  Edit Wiew Data Iransform  Analvze Graphs  Uiities  Add-ons YWindow  Help
CHAE T o0 =Bk 4 it E0FH %0
| MName | Type I Width ‘ Decima\s‘ Label “alues | Missing | ©

[ ]

] i I

Deta View | Wariable View |

|spss processorisreany | [ [ 1| ‘

4l

= S
Variable View window: Decimals

1 Number of decimals
11t has to be less than or equal to 16

B “Untitled] [DataSet0] - SPSS Data Editar =NEIE
Filz=  Edit “iew Data Transform  Analyze  Graphs  Uities  Add-ons  Window  Help
cHA E &0 nEE A A2 E6H $00

| Name ‘ Type | Width |Decima|s| Label ‘ Walues | hlis

1 WAROOOD1 Murmerc g E Mane MNone

3.14159265 - - -

< e [ []

Daia Vieww | ariable Vien |

|sPss Processor is ready | [T T |

72
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= JEE
Variable View window: Label

You can specify the details of the variable

Variable labels entered in Variable View

[ Data Editor [_ [&] x]

File Edit Wiew Data Transform Analpze Graphs Utiities \Window Help
=-S5 o] B k] sa] Ele=| BIEIEIF @l
Mame Type Width Decimals Label 2
1|age Mumeric =} 1] Respondent's Age r
2| marital MNurmeric =] o Marital Status I
3|income Mumeric =] 2 Household Income r
A sex String =] a Gender I
5
B
7
2
10
11
12
13
14
15
16 x
4 [» [\ Data View A Variable view /| 4] 3 B

73

= JEE
Variable View window: Values

This is used and to suggest which numbers represent
which categories when the variable represents a

B *Untitled [DataSet0] — SPSS Data Editor [
File Edit ‘iew Data Transform  Analyze Graphs  LUtiities  Sdd-ons  Window  Help
=HE B o mHik a il SERE %o %

| Marme | Type | Wicth | Decimals ‘ Label | “alues Plis
1 ARDODOT Murmeric 8 o Mone MNone | =

< I I

Data Yiew | Wariable Wiew

SPSS Processarisresdy| | | | | |

Male 1; Female 2
Treatment group 1; Control group 2 74
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Defining the value labels

m Click the cell in the values column as shown below
m Value 1 for male and 2 for female and then click OK

B Value Label B

B *Uriided ] [DatsSecd] - SPSS Diara Edor olE ]| B Vaelabe
Fie Edi View Data Transform Anelyze Graphs Lfities Addeons Window Help Vfalue Labels
CHE it 6 SBE # Af ECE $YOW  |vmx) | Spelng.

‘e ‘ Width ‘Decimals| Lahel‘ Walues Mizsi Latel ‘Fema\e| |

1 g I Mane Mane
E s |
Click

q 1
Deta View | Variable View | oK J| cancel H Help ‘
Splt File: SPSS Processar is ready

£

" JE
Columns

m The columns property tells SPSS how wide the
column should be for each variable.

m Don't confuse this one with width, which indicates
how many digits of the number will be displayed.
The column size indicates how much space is
allocated

Align

m The alignment property indicates whether the
information in the Data View should be Ieft-
justified, right-justified, or centered [f

Align
BRight =
Left
TCenter 76
|
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10.

Missing Values for a Numeric Variable

Survey respondents may refuse to answer certain
guestions, may not know the answer.

If you don't filter or identify these data, your
analysis may not provide accurate results.

Click the Variable View tab at the bottom of the Data Editor
window.

Click the Missing cell in the row, and then click the button on the
right side of the cell to open the Missing Values dialog box. In this
dialog box, you can specify up to three distinct missing values, or
you can specify a range of values plus one additional discrete
value.

Select Discrete missing values.

Type 999 in the first text box and leave the other two text boxes
empty.

Click OK to save your changes and return to the Data Editor. Now
that the missing data value has been added, a label can be
applied to that value.

Click the Values cell in the age row, and then click the button on
the right side of the cell to open the Value Labels dialog box.
Type 999 in the Value field.

Type No Response in the Label field.

Click Add to add this label to your data file.

Click OK to save your changes and return to the Data Editor.

B Missing Values

© No missing values
® Discrete missing values
T

999 |

© Range plus one optional discrete missing value

2 Value Labels — . 5

999.00 = Missing Value™

77

JE
Measure

m The Measure property indicates the level of

measurement.

m Since SPSS does not differentiate between
interval and ratio levels of measurement, both of
these quantitative variable types are lumped

together as "scale".

m Nominal and ordinal levels of measurement,

however, are differentiated

&1 Ordinal
& Nominal

Measure

78
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SPSS Viewer

m All output from statistical analyses and
graphs is displayed to the SPSS Viewer
window.

en0e Output 1 - SPSS Viewer
DAsRPE] > A0 @8 !
- UE =58

-{& QOutput
+{E| Descriptives e

L Tie Descriptives

- Notes

-Li| Descriptive Statisti Descriptive Statistics

{E Frequencies ”

-] Tite N Minimum_| Maximum | Mean | Deviation
Notes Elevation 29 21 1742 | 52128 | 581.823
L& Statistics No. Species 40 16 47 2B.13 6.783
£ Frequency Table VRN et =

Frequencies

79

"
How to access data into SPSS from your computer - Opening
an Excel file

1. Go to “File” then “Open” and click on “Data”

Untitled - SPSS Data Editor
LN Edit View Data Tramsform Analyee Graphs Utilities Window Help

Mew L ST | x—| =
ot 5 s e 5 | 9 =
Open Database » Syntax... | Decimals ‘ Label | “alues Missing Columns ‘ Align | L=
Read Text Data Qukput..
Script...
Other...

Display Data Info...
Cathe Data...

Switch Server. ..

Recertly Used Data
Recertly Used Files

Exit
T
15
16
17
18
19
20
21
22

23 -
<]+ [ Data view jVariable View / < | L,_‘

5PSS Processor is ready

& ):C 11:358M

untitled - Sl
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2. Be sure that the “Files of type” is set on Excel (*.xIs)

Untitled - SPSS Data Editor
File Edit Wiew Data Transform Analyze Graphs  Utiities  window Help

== | = o] B | B el =i BEE| el |
Mame Type Width | Decimals Label Values | Missing Columns Align L=
1 [ [ [
2
3 Open File L
4
5 Look in: | 3 aacracDa ~] = 5 E-
[ 8 admission data
7 f 2
El e financisl aid analysis
9
10
11
12 | |
13
T4 File name [admission dataz [ open ||
12 Files of tyme: [ Excel xis) =1 Paste |
17 Cancel |
18
19
20
21
22
23 =
[ <[> I\ Data View ) variable View / [N | E
SPSS Processor is ready [

Untitled -

3. Click on the Excel File you want to open.
4. Either Double-Click the file name or click the “Open” button

81

= B
. Choose the name of the worksheet that your data is in. (You can only

choose one worksheet at a time)
6. Click “OK”

Untitled - SPSS Data Editor

Fie Edt View Daka Transform Analyze Graphs Utiities MWindow Help

6|5 | o] 5] 2| B oa] Eles] EklFE] (|
Mame Type Width Decimals Label Values Missing Columns Align L=
1
2
]
4
5 Opening Excel Data Source Ed
3 -
7 G:haacraoD4hadmission dataZ.xls
&
WS ¥ Read variable names from the first rov of data.
1 Wiorksheet: |admission data [41:72921) B3|
12
R z —
= ange: I
14
15 [ o ] Cancel Heo |
16
17
18
K]
20
21
22
23 hd
4 [ [\ Data view jVariable view / <1 | 82
[5PSS Processor_is readh I I
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If you look at the bottom left, you'll see tabs for Data View and Variable
View

Untitled - SPSS Data Editor
File Edit Wiew Data Transform Analyze MSERGEN Utiities window Help

= e P O BN A Vi S el S S S P =)
1:id 0517956
id ‘ cnmmnn_al home_cit |5t| zip | citizens ‘ schﬂl applied totinaid | =

1[0517956 0 Arlington b 02474 CAS [a] 0 BS/OPE
2|053%002 0 Revere b 027151 CAS 1 1800 | BS/OPE
3|0602013 0 Amesbury b 01213 CAS 1 0 BS/ECC
4|0603524 0 Woodbury M 11797 CAS o 0 BS/OPE
5|0618436 0 Concord b (01742 CAS o 0 BS/OPE
B |DB37003 0 Revere h 02151 S50 1 2200 BSBASMS
7 |0651833 0| Framingham r 01701 CAZ 1 0 BFASAMT
8|0669238 0 Seekonk bl | 02771 CAZ o 0 BSMAISL
9|070c485 0 Brighton h 02135 S50 1 4200 BSBASA
10|07 11997 0| Salem M (03079 S50 1 0 BSBAAN
110715175 1|Cali CAZ a] 0 BS/OPE
12|07 15502 0| Colchester C 06415 CAZS 1 2000 BSFRIE
13|07 17060 0| Suffield C 05073 CAZ 1 0 BS/PUE
140722368 0 | Cambridge b 02139 | SEMEGAL S50 [a] 0 BSBASC
15|0726376 0 West Redding C 05896 CAS 1 0 BS/OPE
160730401 0 Revere b 027151 CAS 1 2000 BS/BRC
170737318 0 Revere b 027151 S50 o 0 BSBASC
18| 0737640 0 Taunton | 02780 CAS 1 2900 BS/POL
19| 0738036 0| Cantan k| 02021 CAS 1 0 BS/POL
20|0732120 0| South Boston b 027127 CAZ 1 1500 BSACRIF
21|07 46951 1 |Berkeley Height MJ 07922 CAZ ul 0 BS/ELE

<[]\ Data view £ variable view 4 [ T : T

SPSS Processor is ready

demo.sav - Data Editor )
File Edt View Data Transform Analyze Graphs Utiities Add-ons Window Help .
o o To view value Labels
age marital | address | income inccat | car_a
1 55 Marital status| 1 72.00 3.00 36.=
2 56 1] 29 153.00 4.00 76
: = . s mw  2m 1 | Youcan use the Value Labels
: = X 4 moO 202 putton on the toolbar
5 25 0 2 23.00 1.00 1.
] 45 1 9 76.00 4.00 37
7 42 0 19 40.00 2.00 19
8 35 0 15 57.00 3.00 28
9 46 1] 26 24.00 1.00 12
10 34 1 0 89.00 4.00 46. .
11 5 1 17 72.00 3.00 35 &
< » \DataView j Variable View / | [< ] | 1] g
i@ demo.sav - Data Editor [=[E[%]
Fle Edt View Data Transform Analyze Graphs LUtiities Add-ons Window Help
20 : age 40
age | marital | address | income | inccat | car w
1 55 Married 12 7200 $50- 974 36.—
2 56 Unmarried 29 153.00 $75+ 76.
3 28 Married 9 2800 $25- %49 13. c | | b I
a 24 Manied 4 200 $25-s49 12 Descriptive value labels are
5 25 Unmarried 2 23.00| Under $25 1 now d|sp|ayed to make it easier
6 45 Married 9 76.00 $75+ 37. .
7 42 Unmarried 19 4000 §25-349 19, to interpret the responses
8 35 Unmarried 15 57.00) $50- %74 28.
9 46 Unmarried 26 24.00| Under $25 12,
10 34 Married 0 89.00 $75+ 46
11 5 Married 17 7200/ $50- %74 35~
< \Da\aVleijaviableVlew/ AN 2] 84




Running Analysis Iin
SPSS

= JEE
Practice 1

m How would you put the following information into SPSS?

Name Gender Height
JAUNITA 2 5.4
SALLY 2 5.3
DONNA 2 5.6
SABRINA 2 5.7
JOHN 1 5.7
MARK 1 6
ERIC 1 6.4
BRUCE 1 5.9

Value = 1 represents Male and Value = 2 represents Female

86




" NN

Practice 1 (Solution Sample)

- T IR T i S{eists (et (it [
File Ect ‘iew Data Transform  Analyze  Graphs  Uiities  Addons  Window  Help
EEHD E o S50 4 it ShE %o
| Marme | Type | Width | Decimals | Label | Walues | Pissing
1 Mame String 7 o Mame of the st Mone Mone
Il Gender Murneric 9 a Gender of the s Mone
3 Height Murmneric a 1 Height of the st... Mon Mone

Click

<] I [»]
Deta View | Variable View
[S°5s Processorisreadw | [ | [ ||
B walue Labels 23]
Value L
Lakel | ]
[ ana |1 = "wcte
I i
[[gemave |
= 1[ Cancel ][ Help. ]

87

Variable View a

m The Data View window

This sheet is visible when you first open the Data Editor and this

sheet contains the data

m Click on the tab labeled Variable View

nd Data View window

Q sample.sav [DataSet] ] - SPSS Data Edftor ‘M‘ B sample sav [DataSet]] - SPSS Data Editor SIS
Fe Ef Vew D Dastm Anayze Uiies Adians Window  tep Fle Edt iew Data Iransform  Analyze Graphs  Uiies  Addgns  Window  Help
HE B o0 mEE # Hd S0H %0
SHAE 60 L#E A A2 05 408 = 8 \
1t [anunra |\isie: 3 of 3 Varickles
‘ Narte ‘ Tjpe ‘ With |Demma\s‘ Label | Valles ‘ Missing T Gender || Hegt | [ [
1 [Name Sting 7 0 Name ofthe st... None Nane E 1 [samiTa; 2 5.4 e
2 Gender  Mumeic 9 0 Genderofthe s... 1, Malel.. | None 2 |sAlY 2 53 £
3 DONNA 2 55
3 |Height Normeric 9 1 Height ofthe st... None None 7 SABRINA 5 57
5 JaHN 1 57
& MARK 1 60
7 ERIC 1 6.4
M 8 BRUCE 1 59 5
il I 0] 1] [ [o]

Data View || ariable View

Data View | ‘ariable View

T wstowsen] | [ | ||| bepreesas oo roosowmen | |||
88
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Sorting the data

BA sample.sav [DataSet]] - SPSS Data Editor e 8]

File Ecit “iew Dsta TIransform Analyze | Graphs | Ufiities  Add-ons  Window  Help
CHE G o0 L8k A Ad E&FH S0

‘ Marne ‘ Type ‘ Width |Dec|mals‘ Lahel I Values | Misging

1 Marne String 7 o Marme of the st Mane Mone
2 Gender Mumeric =] u} Gender of the =... {1, Male}.. Mone
3

Height Murmeric 9 1 Height of the st... MNone Maone

Click

7 1]

Dt Variable View

e [5Pss Processarisready | | | | ||

B sample. sav [DataSet]] - SPSS Data Editar [EEN =
File Ecit ‘“iew Data Transform  Analyze Graphs  Utiities  Add-ons  Window  Help
=H & O LB A Hh ERE %09
1: Mame [aaumTa [wisible:  of 3 Variables
Mame Gender ‘ Height ‘ | |
1 paunma 2 5.4
2 SALLY 2 5.3
3 DOMRA 2 56
4 SABRINA 2 57
5 JOHN 1 57
5 MARK 1 6.0
7 ERIC 1 6.4
8 BRUCE 1 5.9
4] i [ Tie]
 Data view | verianie view [ 89
Wieight status srea PSS Frocessorisready| | | | | |
"
. ¢ , .
m Click ‘Data’ and then click Sort Cases
@ sample.sav [Datatet]] - SPES Data Editor | =R N[ |
File  Edit “iew | Data Transform  Analyze  Graphs  Lilities  Add-ons  Window  Help
= ﬁ q W Define Yariable Properties... QD E % % ‘|
1 : Mame & cony Data Properties... |Visible: 3 of 3 Variahles
BR riew Custom Attribute... : | | |
1 JAL E Define Dates... 5.4
] resi ;
2 zall Define Multiple Response Sets.. 53
3 DON ES \dertity Duplicate Cases... 56
4 SAB 5.7
% Sort Cases...
& JOH a7
@ Sort Yariables...
53 MAR 6.0
@ Transpose...
7 ERI 6.4
% Restructure...
8 BRU 549 i
Merge Files 4 1=
1 4
§E Aooregate. . | |
LataMie i i e ar Deraeet e ——
Sort Cazes... - EPSS Processor is readﬂ | | | | |
—l=
90
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Sorting the data

m Double Click ‘Name of the students.’
m Then click ok.

B sortCases =2 .
ot B *sample s [DataSecl] - 3755 Daca Edicor lol8 ]2
2 Zi:ze':'::rhe ";:;[j"‘ File Edt Yew Data Transform  Analyze Graphs  UMiies  Add-ons  Window  Help
& Height of the stuerts [ EHE & &% E5E A B E0FH W%“
Sort Order 1: Name BRUCE Visie: 3013 Variles
Click ® agcending | Name | Gender ‘ Height ‘ | ‘
£ o 1 |pRUCE_] 1 59 e
2 DONNA 2 56
[ ok [ eestie | meset [ cencet |[ rer |
3 ERIC 1 B.A
‘ 4 JAUNITA 2 54
£2
- SoBhons L 5 Joorm 1 57
Sort by
[ Gender of the students |5 Mame o the students (M| B MARK 1 B0
& Height of the studerts [ 7 SABRINA 2 57
. i SALLY 2 53
Cl ICK Sort Order =
© ascendng 1 - : -+
O pescending Data View | Variabie View |
P33 Processoris veady\ \ | \ \ |

* J[ Easte ][ meset [ cancel |[ rew

91
"
Practice 2
m How would you sort the data by the ‘Height’ of
students in descending order?
1 Click data, sort cases, double click ‘height of
students,’ click ‘descending,’” and finally click ok.
B SortCases RIS BE] "sarnple sav [DataSet]] - SPSS Data Editar [E=REEN A
& Heigit of the studerts .. ‘lj Name | Gender | Height | |
T e | o E
l I o

Dt wiews | varissie visw

SPSS Processorisresdy| | | | |

92
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Recoding Variables in
SPSS

Recoding

m You can use recoding to produce different
values or codes for a variable. Recoding
can be done in one of two ways:

Recoding into the same variable
Recoding into a different variable

94
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Recoding

m There are 3 main types of recoding:
Recode single values
Recode a given range of values
Recode data into two categories

95

" JEE
Recode single values in SPSS

Example: The data given below represents
cricket run scored by 5 Batsmen in a match.
We can recode the batsman with the highest
runs given a code of "1" and the batsman
with the lowest runs given a "5".

Batsmen

Runs

Number of runs by batsmen

2

3

4

86

120

56

10

18

96
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ntitled?1 [DataSet0] - PASW Statistics Data Editor
File  Edit “iew Data Transform  Analyze Graphs  Uilties

SHE 0 -
|

| Runs | | |
1 86.00
2 120.00 Click on Transform > Recode Into
3 56.00 Different Variables.
4 10.00
5 15.00 aSet0] - PASW Statistics Data Editor
Data  Transform  Analyze Graphs  LUtities  Add-ons

3 Compute Wariable...

P
r—l

@ Count Walues within Cases... —

{ Shift Walues. . —
1
s E Recode into Same Wariables. . o
6.
Recode into Different Yariables...
120 & =

56, E Automatic Recods...
10. H'E Wizual Binning...

18. % Rank Cases..

% Date and Time Wizard...

97

ecode into Different Variables

Input Variable -= Output Variable: Outout Varisble

| Runs ‘

hlame:

Lebel

Change

Ol anel New Values
| (Upt\\:lna\ case selection conction)

&4f Recode into Different Variables

Mumeric Yariable -= Output Yariable:
Runs —-» 2

Output Veriahle

Name:

RankedRuns

Qled and New: Values.. /

e |

(optional case selection condition) ‘

%




Mumeric Variable -= Output Variable:

Output Variable

Runs —» RankedRuns ]

Mame:

RankedRuns

Label:

Ranked Runs

[ Old and hew Values... l

‘ @[opﬁona\ case selection condition)

Recode into Different Variables: Old and New Values

0l Yl

@ Walue:

Tewy Wl

@ alue: |1 |

‘1 20 ‘

© System-missing
© System- or user-missing
© Range:

through

© Range, LOWEST through value:

© Range, value through HIGHEST

© system-missing
© Copy ol valué(s)

© &l gther values

Old = New,

Change

Remove

] Cutput veriables sre strings Wt g

B Convert numeric strings to numbers ('5-=5)

99

Qld Yalue

® value:

ecode into Different Variables

System-missing
System- or user-missing
© Range:

Range, LOWEST through value:

Range, value through HGHEST:

© Al other values

e “alue
® value: |
System-missing
Copy old valuers)

Old - New:
12021

[7] Output varisbles are strings

]

Runs || RankedRuns ||

A | | [

86.00 2.00

120.00 1.00

56.00 3.00
10.00 5.00
18.00 4.00

100
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Recode a given range

Example: You are provided with marks of 10
students in a final business statistics

examination.

You can recode the data by giving code "1"
to scores between 75 - 100, code 2 to scores
between 61 - 74, code 3 to scores between
41 - 60 and code 4 to scores between 0 - 40.

Final examination scores of 10 students

Scores

2 *Untitled1 [DataSet0] - PASW Statistics D4

File Edt “iew Data Transform  Analyze

AHE M« ~
|

I Scores || var "
53.00
g6.00
74.00
70.00
79.00
60.00
35.00
42.00
55.00
91.00

m Click on Transform >

Recode Into
Different Variables

aSet0] - PASW Statistics Data Editor

Data  Transfarm  Analyze Graphs  Uilties  Add-ons

}_ [ § Compute Variable...
e E Count Walues within Cases...

[ Shift Yalues...

ﬁ Recode into Same Yariables. .
ﬁ Recode into Different Variakles...
R Eﬂ Automatic Recode.

10. fb2 visual Binning...

18, % Rank Cazes...
E Date and Time \Wizard...

102
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Mumeric Yarisble -= Output Yariable:

Scores --= 7

rOutput Wariakle

Mame:

Label

Mesr Scores

Oled and Mew Yalues..

optional caze selsction condtion)

Paste

ol Val

%3 Recode into Different Variables: Old and New Values

© walue:

© System-missing
© System- or user-missing
@ Range

N o—

> | through

/ 100

© Range, LOWEST through value:

© Range, value through HIGHEST:

© &l gther values

2

Tewve W alu

© value: |1\

© system-missing
@ Copy old value(s)

Old --= New

[7] Cutput variables are strings

403

Recode into Different Variables: Old and New Values

[l Wl

@ Walue:

© system-missing
© System- or user-missing
® Range:

through

© Rangs, LOWEST through value:

@ Rangg, value through HIGHEST:

© Al ather values

@) alue:

T Szl

© system-missing
@ Copy old value(s)

Old —= Mewr:

7athru 100 --» 1
B1thru 74 .= 2

41 thru B0 - 3

Othru 40 --= 4

[ Output variables are strings

1 [DataSet0] - PASW. Statist

File  Edit “iew Data Tranzform

Analyze

SHE M o ~
|

I Scores " N3cores ||
1 58.00 2.00
2 86.00 1.00
3 7400 2.00
4 7000 2.00
5 79.00 1.00
g £0.00 2.00
7 35.00 4.00
a 4200 2.00
9 55.00 2.00
10 91.00 10400

N/
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"
Recoding data into categories
Example: The data represents a customer

satisfaction rating out of 10 for a new
service offered by a company.

The company would like to code all those
who responded by giving ratings above 5 a
"Satisfactory" code and those below 5 a
"Dissatisfactory" code.

Satisfaction scores for a new service

Scores [ 6 8 9 7 2 10 6| 4 8 9 3

105

128 *Untitled1 [DataSet0] - PASW Statistics

lEiIe Edit ieww Data Tranzform  Analyze | CIICk On TranSform >
KW & @ =« Recode Into Different
|

and label of "New Ratings"

106

Variable
I Ratings || || Recade into Difforent Variable
1 BDD humeric Yariable -» Output Variable: Output Wariabls
2 B.00 s = N e
= a0
- Label!
4 am
5 ?DD Chang
3 2.00
| 7 | 1w
II 6.00 | (nptlnna\ case selection condtion)
9 4.00
= o0
11 9.00
12 3.00 Name the output variable of "NRatings"

53



#ii Recode into rent Variables: Old and New Values

Ol Yalue Hews Yalue

© value: ® value: [Dissatistactary|

© ystem-missing
© System- or user-missing

O Renge. Ol - Mew:

® Range, LOWEST through value:

:: P © Range, valus trough HIGHEST

© Al gther valugs

Output verisbles are strings Wit

Enter the value of "5" into the Range,
LOWEST through value: in the -Old
Value- area, and set the new code to
Dissatisfactory into the Value in the -
New Value- area.

Click the Output
variables are strings

§3 Recode into Differant Yariables: Old and New Values.

Old Value Mo Value

O velue: ® value: [Safisfactory

O system-missing
O system- of user-missing

O R Ol —» New:

Lowest thru § - Dissatistactory’

(O Range, LOWEST through vaiue:

© Reange, value through HIGHEST:
W/ Output variables are strings  yidih:
© Al chher values

£ *Untitled? [DataSet0] - PASW Statistics Data Editor.

Fie Edt Yiew Dala  Transfom  Analyze  Graphs Lk

SHe I -~ [
Ratings NRatings

1 3.00 Dissatisfactory
2 6.00 Satisfactory
3 8.00 Satisfactory
4 9.00 Satisfactory
B 7.00 Satisfactory
B
7
[z}

2.00 Dissatisfactory
10.00 Satisfactary
5.00 Satisfactory

9 4.00 Dissatisfactory

10 8.00 Satisfactory

" 9.00 Satisfactory

12 3.00 Dissatisfactory 107

Computing New
Variables using SPSS
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Computing a New Variable

m You may need to compute a new variable
based on existing information (from other
variables) in your data.

m Example:

You may want to convert the units of a
variable from feet to meters, or use a subject's
height and weight to compute their BMI.

Example:

How to calculate Gonado somatic index (GSI)
of fish from a given data of [Ovary
weight/body weight*100]

109
" J
= N e e I g =E 09 AR
SO totallength totalweight ovaryweight fecundity
1 13.20 38.46 5.99 31148
2 12 50 3571 4.F7T 24327
3 13.20 40.90 541 33001
4 1240 36.84 5. T4 35014
s 13.00 4073 311 19904
6 12 80 38.90 4 35 23925
T 12.70 39.50 3.93 27117
8 13.60 49 56 4 54 25424
9 13.30 5080 3.52 21120
10 12 90 37 .37 4. 83 29946
11 13.10 38.89 36T 17983
12 12 90 34 .03 4 56 22800
13 13.00 3527 .07 14429
14 13.70 41.55 3. 97 19850
15 12.80 36.38 1.27 5477
16 13.00 3610 254 13462
17 12.70 33.22 1.26 5426
18 13 .50 46 67 547 26803
19 13.00 35.65 1.36 T208
20 12.70 35 54 _60 3120
21 1830 12191 5 02 30120
22 1820 111.93 3. 29 19082
23 19 20 137.19 1.76 9504
[ER"
110
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"
Computing a New Variable
(GSI)

m To compute a new variable, click
Transform > Compute Variable.

Transform  Analyze  Graphs  Utilities  Add-

‘ E Compute Variable...

111
"
Target Variable: Numeric Expression:
GSl - ovaryweight / totalweight*100|
& Serial Numbsr [SNO] | | ¢
4 Total length of the fi o
& Total weight of the fi... unction group:
gf Total weight ofthe o... A”_
&9 The number of eggs... Arithmetic
CDF & Noncentral CDF
Conversion
Current Date/Time
Date Arithmetic
Date Creation
Functions and Special Variable
+ -
@ Compute Variable: Typeand .. X
@® Label: [sonado Somatic Inde|
@ Use expression as label
Type
optional case sele
( e ® Numeric
@ string
i Cancel Help
Continue Cancel Help
112
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SNO totallength | totalweight | ovaryweight | fecundity GSI
1 13.20 3B.46 5.99 31148 15.57
2 12.50 3B 477 24327 13.36
3 13.20 40.90 541 33001 13.23
4 12.40 36.84 574 35014 15.58[
5 13.00 40.73 in 19904 7.64
6 12.80 38.90 435 23925 11.18
7 12.70 39.50 3.93 2117 9.95
8 13.60 49.56 454 25424 9.16
9 13.30 50.80 342 21120 6.93
10 12.90 3737 483 29946 12.92
1 13.10 38.89 367 17983 9.44
12 12.90 3403 456 22800 13.40
13 13.00 27 3.07 14429 8.70
14 13.70 41.55 397 19850 9.85
15 12.80 36.38 127 6477 349
16 13.00 36.10 254 13462 7.04
17 12.70 22 1.26 6426 379
18 13.50 46.67 547 26803 11.72
19 13.00 35.65 1.36 7208 38
20 12.70 3554 60 3120 1.69
al 16.30 121.91 5.02 30120 412
22 18.20 111.93 329 19082 294
23 19.20 137.19 1.76 9504 1.28 113
\ W,

Z score compute
using SPSS




" JE
Z score

Z-Scores tell us whether a particular score is equal to the mean, below the
mean or above the mean of a bunch of scores. They can also tell us how far a
particular score is away from the mean. Is a particular score close to the mean
or far away?

If a Z-Score....

= Has avalue of 0, it is equal to the group mean.

= Is positive, it is above the group mean.

= |s negative, it is below the group mean.

= Is equal to +1, itis 1 Standard Deviation above the mean.

= |s equal to +2, itis 2 Standard Deviations above the mean.

= |sequalto -1,itis 1 Standard Deviation below the mean.

= |s equal to -2, it is 2 Standard Deviations below the mean.

115
" JE
Analyze DirectMarketing Graphs Utiliies  Add-ons ¥ In the Data View of the Data Editor
Reports » B = window, the z-scores will be added
Descriptive Statistics * | EFrequences. as a new variable (Ztotallength and
Tables ' | G Descriptives. Ztotalweight) with each individual
Compare Means [ A, Explore case havmg a Z-score.
General Linear Model 2 @ Crosstabs Ztotallength Ztotalweight
Generalized Linear Models - - - -1.40867 -1.46442
Ratio... R -
Mixed Models 8 - = 1;32?: 12:2;2
P-F Plots... 1 s
LETEAE b B o Pt 79021 162353
Regression » SE R 1.50256 -1.38160
| nalinasr . PIMDOLEC.|  TAUF 1.59844 1.44837
164638 142648
¥R Descriptives X -1.2149 -1.05943
1.35873 1.01418
LEH GO 155050 -1.50419
&7 Serial Number [SNO)] 4 Total length ofthe fi.. EYTTS 144373
& csl & Total weight of the fi - .
& Total weight of the o -1.55050 -1.62606
& The number of eggs -1.50256 -1.58081
116697 1.35168
159844 154031
-1.50256 -1.55053
1.64638 165561
[ [F] save standardized values as variables -1.26285 -1.16487
1.50256 -1.56695
(Lo J[easte JTReset) 164538 167096
1.03835 1.58035
99040 1.21622 116

146982 2 13786




Descriptive Statistics
using SPSS

" JEE
Descriptive analysis

m Descriptive statistics are commonly used
for summarizing data frequency or
measures of central tendency (mean,
median and mode).

m If your data is categorical, use the
frequencies or crosstabs procedures.

m |f your data is scale level, use
summaries or descriptives.

118
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Frequency Analysis
using SPSS

" JE
Frequency analysis

Frequency analysis is a descriptive statistical method that
shows the number of occurrences of each and each category of
variables and response chosen by the respondents.

Direct Marketing _ Graphs |
I % f—ﬂ B M

der | Yearofstudy | Questionts | Questiont

ransform  Analgze

Consider the following variables
m Program
m Gender
m Year of study 5

agree
ivea 4120
amee
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From the menus choose:
Analyze > Descriptive Statistics > Frequencies...

File  Edit View Data Transform  Analyze  DirectMarketing  Graphs  Utilities  Add-ons  Windov
E= =[G Reports »
_ H (=l " i, £ : ¢
— i Descriptive Statistics * | [E] Frequendies...
| TELES k Egescriptives...
»
prgrar.n_ Gender Compare Means A, Explore. onl1d
1 Medicine Male General Linear Model } v ag...
- BH crosstabs...
2 Medicine Male Generalized Linear Models » TURF Analvei agree
3 Medicing Male Mixed Models N EEE agree
4 Medicine Male Correlate , |[ERatio.. agree
5 Medicine Male Regression » |2 P-P Plots.. eutral
6 MEdfone Male Loglinear »  |Ba-aPlots... eutral
7 Medicine Male Neural Networks 5 agree eutral
8 Medicine Male . strongly ag... strongly ag...
e Classify b gly ag gly ag
9 Medicine Male | neutral neutral
- Dimension Reduction 2
10 Medicine Male - . strongly ag... neutral
- Scale }
1 Medicine Male - . strongly ag... agree
121
" JE
Select and place the demographic variables
2 Frequencies X

Variable(s).

4 Do you think adverse d...|[<
& Do you think reporting ...
& Do you think itis neces...
f Do you think pharmacao...
f Do you think pharmacao...
& Do youthinkthat itis n...
f Pharmacovigilance sh...
47 | believe that the topic o...

A | dn nnt haue anvidea

& GENDER [Gender]

& PROGRAMME [prgram]

& YEAR OF STUDY [Yearofs...

¥ Display frequency tables

| ok J| paste || Reset || cancel|| Help |

» Click Program, Gender, year of study and drag the variable into the target

Variable(s) list.

122
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mE

gf Do you think pharmaco
& Doyou think thatitis n
&9 Pharmacavigilance sh

A 1 dn not have anv idea

f Do you think pharmacao...

65’ | believe thatthe topic o..

[ Display frequency tables

& Do you think reporting
& Doyouthinkitis neces
& Do you think pharmaco
& Do you think pharmaco.

& Pharmacovigilance sh.
& | believe that the topic o
A& | do nnt have anyides

& Do you think adverse d... | <]

& Doyouthinkthatitis n [

& PROGRANNIE [prgram]
¥ GENDER [Gender]
& YEAR OF STUDY [Yearofs.

[ Display frequency tables

"\,',-1 Frequencies: Charts x
Vari
Variable(s): Chart Type
55’ Do you think adverse d... | % PROGRAMME [prgram]
f Do you think reporting ... & GENDER [Gender]
f Do you thinkitis neces... f YEAR OF STUDY [Yearofs.. !

@) Pie charts

0

Chart Values

) Frequencies

© Histograms:

@ Frequencies

@ Percentages

Variable(s).

& Do you think adverse d_ |~
& Do you think reporting
& Doyou think itis neces...
& Do you think pharmaco.

& PROGRANMIE [prgram]
& GENDER [Gender]
& YEAR OF STUDY [Yearofs..

| &R Frequencies: Format X langly ag.| | Do you think pharmaco...
B neutral & Do you think that it is n. |;
Order b Multiple Variables - & Pharmacovigilance sh
¢ ® Compare variables rongly di.'$'| & | pelieve thatthe topic o
e N agree. | & 1dnnnthave anvidea T i}
T © Organize output by variables
: e :g:: ¥ Display frequency tables
© Descending counts [~ Suppress tables with many categories g :>
e ongly ag... &
e agree " 123
" J
% Frequencies
Statistics
YEAR OF YEAR OF STUDY
PROGRAMME | GENDER STUDY FEr— eI
N Valid 264 364 364 . activate Frequency | Percent | Valid Percent Percent
Missing n 0 0 Valid  Final Year 144 396 396 396
Pre-final Year 220 0.4 60.4 1000
Total 364 100.0 100.0
Frequency Table
PROGRAMME
Cumulative
Freguency Percent | Valid Percent Percent H H
°
Walid  Medicine 134 36.8 36.8 36.8 NO mISSIng Values
Dentistry & 168 168 5358 in the data set
Fharmacy 137 376 376 91.2
Nursing 2 8.8 38 100 | ® PrOgramme,
Total 364 100.0 100.0
Gender, year of
GENDER study distribution
Curfuratve (frequency and
Frequency Percent | Walid Percent Percent q y
vald  Male 102 280 280 280 percent)
Female 262 720 720 100.0
Total 364 100.0 100.0

124
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Pie Chart

PROGRAMME

Wrsacs
WDerisry

mac
Wrrsng

YEAR OF STUDY
Wrosvew
Bere-tod Tear

GENDER

125

" N

Copy and paste all graphs to Excel file as follows in two rows

— . - -
= I AR R charts - Microsoft Excel
IED| rome | et Pagelojout  Fomulas  Data  Review  View Format
Cut - = -
B L A F—
=3 53 Copy ~
Paste o o Bz U e & A B % s | %
Clipboard £l Font Alignment Number
T e e B T T ol RICImINTolPrlalnls i

Age of the Participants.

=[a|r]2[z]ofol]olals]oly]=

Gende of the participants

Race of the participants

Level of education

126
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Set Default Paste... Paste Special
Source: Unknown

Copy all the chart from excel and paste special and then choose
— bitmap in word as follows

- — —— Mew Microsott Word Uocur

Il =7 S

Home Insert Page Layout References Mailings Review View
== 4 cut L. .
j 5 Calibri (Bady) - 11 - A" A7 | Aa-  ®L 1= - 1= -t q
— 53 Copy
Paste = 2| - - A . =R=R=g =z - e
- J Format Painter LI e X, X = — % = = = 4= Q s
Paste Options: Font [F] Paragraph [
j ¢ 0 9009 9 ° R °© 0 0 [ o o o il 8 o 5 § o 8 o = 1 3
= T T T T

Paste Special... e

Display as icon

(@) paste:
Paste link: Picture (61F)
Picture (PNG)
Picture (JPEG)
Microsoft Office Graphic Object
Result

= Inserts the contents of the Clipboard as a bitmap picture. This format can take up a lot of
.{é memory and disk space, but is exactly what you see on the screen.

Ao [l ]

& 127
" N
Give Figure title and Figure number
c D
Fig 1. Demographic details of the participants 128
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" JEE
If you want to rearrange the column and row items,

Try Pivot Table.. Select the table — Right click —
Edit Content — In Viewer.

Race of the participants
Cumulative
Frequency | Percent | Valid Percent Percent

Walid  chines 85 425 42.5 425
malay 70 350 350 R
Indian 42 210 Cut
Others 3 1.5
Total 200 | 1000 Copy

Copy Special...
Paste After
Level of ed
Create/Edit Autoscript...
Frequency Export...

Valid  Uneducated 19 Edit Content b
Secondary School 108 en en
Graduate 65 3258 325
Postgraduate & above 8 4.0 4.0
Total 200 100.0 100.0

mulative
Fercent

In Viewer

In Separate Window

100.0

% Statistics

129
Formatting Taclbar
|I‘£“ =G x ~ B 7 0 4
Gende of the participants -
partictp 3 Pivoting Trays =
r g [ray:
Cumulative | -
Frequency | Percent | Valid Percent Percent Pivot
Valid  Male a0 450 450 Double-click to
female 10 55.0 550 EEEE
Total 200 1000 100.0 | s Statistics
Cumulative : _
Frequency | Percent | Valid Percent Percent . @
Valid  chines 85 425 425 425 :> =
malay 70 350 350 775 | bt
Indian 42 210 210 885 &
Others 3 15 15 100.0 L
Total 200 100.0 100.0 I—I
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, d L
v
15 Pivoting Trays =
Pivot
Race of the participants
vaiid ™ Race ofthe partic.
chines malay Indian Others Total
¥ | Frequency 85 70 42 3 200
Percent 425 350 210 15 100.0
Walid Percent 425 35.0 21.0 158 100.0
Cumulative Percent 425 775 985 100.0
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Edit and formatting table

» Copy table from SPSS Output
» Paste in excel file

» Clear formatting as follows

» Delete unwanted columns

Home | Insert Page Layout Formulas Data Review  View 2@ s
[ESp—— .
¥ b Ja s == v B e B = E AT A
e 2 e acomeeT] 43 Contiors fomst ot e ot fomat | BT st Fnac
aste BIouU- o Hmergeaicentar]v] $ < % o | %3 % Conditional Fommat Cell | Insert Delete Forma ort & Fin
- f Format Painter = - Q e S 3 t o e Formatting ~ as Table = Styles ~ - - - <2 Clean Filter = Select
Clipboard y Font 3 Alignment y Number y Styles cells 2 Clearal Ll
A2 - o %, Clear Formats
[a 8 [ c [ o [ e [ & G H 1 J K L ™M N o [ Clear Contents
1 Age of the Participants Clear Comments
e CLnE Clear Hyperlinks
2 q Percent | Percent | e Percent
3 Vaid 2030 &4] 320 320] 320
4 31-40yrs as| 7.5 17.5 495 P =
s e I T T
I3 51-60yrs 27| 13.5| 135 845 ¥ an
7 >80 yrs 31 155 155 1000 m Calibri MR
53 Copy ~
3 Total 200 1000 100.0] Paste . . YA
a  Format Painter M = S- A
L3  cipboar 5 Font 5
D17 - 3
A B C
1 Age of the participan] _ Frequency Percent
2 2030 4] 320
3 31-40yrs 35 175
4 4150ys 43 215
5 51-60yrs 27| 135
6 |>60ys 3 155
7 Total 200 1000 131
=
New Microsoft Word Dacument - Microsoft Word | |
Insert | Pagelayout — References  Mailings  Review  View | Design  Layout
EHE |_F"‘. g Q
F P2l - Q =
Table | Picture Clip Shapes Smarthrt Chart Sereenshot | Hyperlink Bookmark Cross-reference | Header Foot
5 At - 5 S S
Tables lustrations Links Header s
| S OO (RS SRR 3 " 3 B4
£ 5 . ’
# Freguency Percent
=2 Copy
(% Paste Options: 64 320
B 35 175
Insert v 43 215
[ Delete Table o7 135
@ Merge Cells
3 155
HE Doistribute Rows Evenly
£ Distribute Columns Evenly 200 100.0
@ DrawTable
00 Borders and Shading...
Cell Alignment 3
AutoFit P | EH  Autofitto Contents
8] Insert Caption... HH  AutoFit to Window
[ Table Properties... &5 Fixed Column Width
132
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New Microsoft Word Document - Microsoft Word

Pagelajout  References  Mailings  Review  View | Design | Layout

ol Plain Tables
hn =)
===
otumns | | S
B

4| $rshadingr  ——— -~ 2 ﬁ
¥ pt M=

£ Borders
Draw  Eraser
2 PenColor-  Tape

Draw Borders 7

Create New Style from Formatting

og| [ Calbri Body) E 115 B I

Automatc =] B+ NoColor  [+]

Properties
Name: Style2
Style type: Table [~]
4| Stylebasedon:  Ep NERFTEI N I — - |
2 Formatting
Apply formatting to Whole table [=]

u Automatic  [=]

Jan Feb Mar Total
East 7 7 5 19
West 6 4 7 17
South 8 7 9 24
= Total 21 18 21 60

Line spacing: single, Space
After: 0 pt, Priority: 100
EBased on: Table Simple 1

@ orlyin this document () New documents based on this template

133

table

APA (American Psychological Association) style formatting

Age of the participants Frequency Percent

20-30 64 32.0
31-40 yrs 35 175
41-50 yrs 43 215
51-60 yrs 27 135
>60yrs 31 155
Total 200 100.0

134
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Creating a Bar Chart
using SPSS

= JEE
Bar chart

m A bar chart is helpful in graphically
describing (visualizing) your data. It will
often be used in addition to inferential
statistics.

m For example, a bar chart can be
appropriate if you are analysing your data
using an independent-samples t-test,
paired-samples t-test (dependent t-test),
one-way ANOVA or repeated measures
ANOVA
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" JEE
Example

m  The concentration of cholesterol (a type of fat) in the blood is associated with the risk of
developing heart disease, such that higher concentrations of cholesterol indicate a higher
level of risk and lower concentrations indicate a lower level of risk. If you lower the
concentration of cholesterol in the blood, your risk for developing heart disease can be
reduced. Being overweight and/or physically inactive increases the concentration of
cholesterol in your blood. Both exercise and weight loss can reduce cholesterol
concentration. However, it is not known whether exercise or weight loss is best for
lowering blood cholesterol concentration.

A random sample of inactive male individuals that were classified as overweight were recruited
to investigate whether an exercise or weight loss intervention is more effective in lowering
cholesterol levels. This sample was split into two groups: one group underwent an “exercise
training programme" (labelled "exercise" in the bar chart), and the other group undertook a
"calorie-controlled diet" (lablled "diet" in the bar chart). In order to determine which treatment
programme was more effective, the mean cholesterol concentrations were compared between
the two groups at the end of the treatment programmes. The dependent variable was
Cholesterol Concentration, and the independent variable, Treatment, which consisted of
these two groups: "exercise" and "diet"

" JEE
Creating a Bar Chart using
SPSS
m Click Graphs > Chart Builder... on the
top menu as shown below:
alyze Graphs  LUtilties  Add-ons Window  Help
~ud il Chart Builder .. f‘é
@ Graphhoard Template Chooser ... —
192 )
| Legacy Dialogs |
]
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Variables:

"
Under the Gallery Tab (Gallery), select the Bar option and the simple bar chart icon (top-left icon).
Drag-and-drop this icon into the Chart Preview Area.

Chart preview uses example data

| & Trestment
# Cholesterol Concertret

[ piet
[ Exercise

Drag a Gallery chart here 1o use it as your starting
point

oR

Click on the Basic Elements tab to buid a chart
elemert by element

variables: Chart preview uses example data

&, Treaiment
& Cholesteral Concentrat

Drag & Gallery chirt here to use it as your starting
point

oR

Click an the Basic Elements tab to buid @ chart

element by element
5 Diet ‘ ‘ H
[ Exercise

Chaase from

.aauew Basic Elements | GroupsPointID | Ttles/Footnotes:

Eleme
2 =

Favorites

Bar

- Il

bl th| &

FisiFolar

ScatteriDot o
Histogram
High-Low

Boxplot

Dual Axes

Basic Elements | GroupsPointID | ThiesFootnates

Favarites

Choose from: Propet

FiePolar
ScatterDat
Histogram
High-Loww
Boplat
Busl &xes

Paste

Bar g 7| Opions
Line 1
Area |

139
"
You will be presented with the following dialog boxes: Chart Builder and
Element Properties. You can see, the Chart Preview Area with simple bar
chart.
't Builder
Virinbies: Chart proview uses exampte dita
[ Trestmert
& Croesterdl Concentrat
Stabatics
i H Warinble:
! § Statstc.
I Courk =
A
5]t Error Bars Reprozent
W Exercise. (]
Golery | Baskc Bements | GroupsPortD. | Tiissfoctnotes |
a5 ¥ o
::?m B s )
e ¢
() ) ) ) o) ol )
140

70



Transfer the independent variable, Treatment, into the "X-Axis?" box and the dependent
(outcome) variable, Cholesterol Concentration, into the "Y-Axis?" box within the Preview
Chart Area by drag-and-dropping the variables from the Variables: box.

#i Chart Builder X

Vatiahbles:

Chart preview uses example dsta

& Treatment

& Cholesteral Concentrat

[ ]

Diet

Exercise

‘ No categories (scak

& Treatment

varizbe)
Galery

Basic Elements u Groups/Paint ID " TilesFootnotes ‘

Chaose froft:

Elemert
Properties

Favorites
Bar

Line
rea

1ol] kil nn

PieiPolar

| ==

Scatter /Dot
Histagram
High-Low

~IERIERE
b®»

[Boxplot
Dual Axes

141

Ideally, we want to be able to show a measure of the spread of the data. In this case, we wish to have
error bars that represent + 1 standard deviations. To do this, we tick the Dispay error bars checkbox
and then, under the -Error Bars Represent- area, we check the Standard deviation box, and in the

Multiplier:, enter "1".

#F Element Properties

Egit Properties of;

Barl
J-fxist (Bart)
-Axist (Barl)

X

variable: ¢ Cholesteral Concertration
Statistic:

hiean -

[ Display error bars
© Confidence intervals
© Standard error

® Standard dvistion
Mutipler

[Error Bars Represent——————————————

Bar Style:

(B eer

Click apply

142
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Variables: Chart proview uses example data
& Trestment =]
& Cholesterol Concertrat

Concentra

Mean

% Choleste

Digt Exercise

No categories (soak
vanizbe)

Gallery [Eas\c Elemervls”GruupsiPDint |D||mesfumnutes| Em—
lEment.
Properties...

Choose from

Favortes

g | |l
e [

Pie/Polar —
ScatteriDot aa _| (o) ) % [
Histogram

High-Low ‘ . e o
Boxplot

Dual Axes

143

" N
m We want to change the y-axis label so that we can remove the
"mean"” text and add in some units of measurement. We do this by

selecting "Y-Axis (Barl)" in the Edit Properties of: box and then
change the Axis Label: as below:

£ Element Properties lement Properties

Edlt Properties of Ediit Properties af:
Bart =~ >x Bar ]| %
X-Axis1 (Bari) K-dxist (Barl)
¥-axdst (Barl) Y-z (Barl)
Footnate 1 hl Footnote 1 hal
Axis Label |Mean Cholesterol Concentration| Label |Cholesterol Concentration (mmnIﬂL)‘
[ Scale Rangs | Scale Rangs
Wariable: ¢ Cholesterol Concentration Varisble: ¢ Cholesterol Concertration
Automatic  Custom Autormatic Custor
Minimum 2} Minimum 4 o
Waximum 0 Maxdimum Ei} 0
Major Incrament 0 Major Increment Eil 0
origin i Qrigin & o
[ Scale Type [ Scale Typs
Base: 1o Base: 10
Exponent: 0s Exponent: 0s
Apply 144
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Mean Cholesterol concentration in mmol

1
5.000 —
| —
4.000
2.000
0.000 T T
Diet Group Exercize group

Treatment

Errar Bars: +-1 5D
145

Summary Measures for
Scale Variables using
SPSS
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Descriptive statistics: Summary Measures

A study was conducted to determine the serum cholesterol (mmol/L)
measured on a sample of 86 stroke patients and the results are given in
the below table.

3.7 4.8 5.4 5.6 6.1 6.4 7.0 7.6 8.7
3.8 4.9 54 5.6 6.1 6.5 7.0 7.6 8.9
3.8 4.9 5.5 5.7 6.1 6.5 7.1 7.6 9.3
4.4 4.9 5.5 5.7 6.2 6.6 7.1 7.7 9.5
4.5 5.0 55 5.7 6.3 6.7 7.2 7.8 10.2
4.5 51 5.6 5.8 6.3 6.7 7.3 7.8 10.4
4.5 5.1 5.6 5.8 6.4 6.8 7.4 7.8

4.7 5.2 5.6 5.9 6.4 6.8 7.4 8.2

4.7 5.3 5.6 6.0 6.4 7.0 7.5 8.3

4.8 53 5.6 6.1 6.4 7.0 7.5 8.6

147
" JE

Descriptive Statistics

Descriptive measures describe the
properties, distribution, dispersion and
pattern of data

Mean — Gives central value

Median — Gives middle number

Mode — Gives high frequency number

Standard deviation with upper and lower limits to mean

Skewness and Kurtosis — Give the nature of frequency
curve

Maximum and Minimum gives the range of values

148
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* Enter the data
» Click ANALYZE - Descriptive statistics

12 Descriptive statistics -Serum cholesterol mmol per Lmeasured on a sample of 86 stroke patients sav [DataSet3] - IBM SPSS Stati

File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help

== oy [ = o
SHe M « ~ B H RN
28 I
e I N N N =
var var var var var var
erol
1 370
380
3.80
440
4.50
450
4.50
470
470
480
4380
4.90
490
4.90
500
510
510
5.20
630
530
540
540
5.50 149
A Descriptive statistics -Serum cholesterol mmal per Lmeasured on a sample of 86 stroke patients.sav [DataSet3] - IBM SPSS Statisti
dle Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help
% E fat e Reports 3 B 5‘] [2
= = Descriptive Statistics 3 e & LAlg
8:
‘ TELEE b [Z] Descriptives ..
serumcholesk( var Compare Means » A, Explore
erol General Linear Model 3 N
1 370 ) @ Crosstabs
Generalized Linear Models »
2 3.80 Ratio...
Mixed Models 3 -
3 380 | -
— 0 Correlate y | EAEPPIs
: Regression » | B Q0P
5 450 -
Loglinear 3
6 450 =
7 450 Neural Networks 3
= di?ﬂ Classify N 2 Descriptives B8]
Dimension Reduction 3 Variable(s):
9 470 =
Scale » serumcholesterol m
10 480 <
11 4.80 Nonparametric Tests »
12 4.90 Forecasting »
13 490 Sunvival +
14 4.90 Multiple Response 3
15 5.00 [ Missing Value Analysis
16 5.10 Wultiple Imputation N [] Save standardized values as variables
17 5.10 Complex Samples »
18 520 Quality Contral 3
19 5.30 ROC Curve...
20 530 150
il 540
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# Descriptives: Options @

[¥ Mean ] Sum
Dispersion

[+l Std. deviation [/ Minimum
[l variance (3 Maximum
[« Range [¥ S.E. mean
Distribution

[ Kurtosis [¥:Skewness

Display Order

@ Variable list

© Alphabetic

© Ascending means
© Descending means

[Con%nue][ Cancel ][ Help ]

7

L

#3 Descriptives

=

Variable(s):

Contions__)

& serumcholesterol

[T Save standardized values as variables

F][ Paste | [ Reset | {cance ][ Heip |

/

151

Descriptive Statistics

Range

Minimum | Maximum

Mean

St Deviation

Variance

serumcholesteral 86
Valid M (listwise) i)

6.0

370 10.40

6.3407

139978

1.959

152
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"
Interpretation of descriptive measures

m Mean value is used for comparison

m Mean is not a good measure as it could be
affected by extreme values

m Hence median (the middlemost number) in a
series is considered instead of mean

m Mode is the very frequently occurring item, like

frequent selling item

153

" JEE
Interpretation of descriptive measures

m Standard deviation (SD) is the distance measure
from mean. Normally denoted by o.

m SD is useful in deciding confidence intervals

m |[n combination with mean the SD decides the
probabilities in normal (Gaussian) distributions

m (1o to -10) cover 68% of area in a normal curve
m (20 to -20) cover 96% of area in a normal curve
m (30 to -30) cover 99.9% of area in a normal curve

154
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Skewness and Kurtosis results Interpretation

m Skewness value 0 is considered normal

m Skewness between -1 to +1 considered normal and
requires no transformation of data

m Beyond -1 to +1 in either direction requires transformation
of data to do any further analysis

m Transformation may be in the form of LN (natural log) or
square or square root etc

m If the data do not become normal even after
transformation, then NON-PARAMETRIC analysis is to be
applied.

m Kurtosis between -1 to +1 considered normal and requires
no transformation of data

m Beyond -1 to +1 in either direction requires transformation
of data to do any further analysis 155

esting for Normality
using SPSS
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Normality

m  The concept of nhormality is central to

statistics. Normality refers to the
‘shape’ of the distribution of data.

Consider a histogram of values for one

variable.

m By drawing a line across the ‘tops’ of
the bars in the histogram, we are able
to see the ‘shape’ of the data.

m When the ‘shape’ forms a ‘bell’
shape, we generally call this a

normal curve.

m The figure is approximately normally

distributed.

the form of a bell curve

For data to be normal, they must have

%0 Yo % % % % Ny By % %

o, {4

Std. Dev =4.50
Mean =110
N=850.00

)
‘0,

)
o Pt ey
e o 'U o @ @ 4

Assessing Normality Visually and Statistically

File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help

= O 7 Reports » Eig E B A E (4l C@ ‘ Al ‘
1 % H [’!‘J - Descriptive Statistics b | [E] Frequencies éé ﬂ]‘ﬂ m%
‘ Tables 3 EIE

| SNO H totallength Compare Means 3 S EREE var H var || var H var var ||

1 1 134 General Linear Model 3 -
@Qrusstabs.
2 2 12 Generalized Linear Models
3 3 133 Mixed Models » I Rato..
4 4 124 Correlate 3 Bl 2P Plots
5 5 13 Trrrd y | Edoarots B
6 6 12, gre y [3925.00 I
L ! 2 Neural Networks y T & Serial Number [SNO]
8 8 1 Classify 3 54240 f Total length of the fi.
" D i || Aty ~
1 1 13 e " Yrog3.00( | | & The number of eggs
12 12 12 Nonparametric Tests 3 2800 00
13 13 13  Forecasting " J4429.00
i 14 13 LINE " 1985000
15 15 12. zlusl::z ::\Suzn.::xsls " |earro0 | Display frequency tables
16 16 130 B = 3462.00)
7 17 12 Multiple Imputation b |6426.00) E el
18 18 13 Complex Samples + 26303.00
19 19 13 Quality Control » | T208.00
20 20 12. ROC Curve... 3120.00
2 2 18.30 TZT9T 5077 30120.00
158
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| Statistical Approach |

===

&3 Fr 5: Statistics
Percentile Values Central Tendency
[T Quartiles [ Mean
[T Cut points for: equal groups | | [ Median
[7] Percentile(s): [ Mode
[ sum

[7] Values are group midpoints

| Visual Approach

#2 Frequencies: Charts ==

#2 Frequencies

2

Variable(s):

Chart Type

& Serial Number [SNO]

& Total length ofthe fi
& Total weight of the fi
& Total weight ofthe o

& The number of eggs.

Statistics © None
© Bar charts

@ Pie charts

@ Histograms:

|:::> ¥ /Show normal curve on histagram

Dispersion Distibution
[ std. deviation [] Minimum [¥ Skewness
[ variance  [] Maximum |¥ Kurtosis
[ Range [C] SE mean

¥ Dispiay requency tadles

Chart Values

@

—

159

[ ]
| Statistical Approach |

Statistics

The number

Total weight of BQQS

Total length of Total weight ofthe ovaries produced
the fish (crm) ofthe fish (q) (=) each female
N Walid 70 70 70 70
Missing 0 0 1] 0
Mean 16.1341 78.5963 7.9787 36804.6143
Std. Deviation 2.0B587 27.40759 4. 26769 18152.37256
Skewness - 737 -.d444 3749 662
Std. Error of Skewness 287 287 287 287
Kurtosis -1.081 -.914 -.G60 064
Std. Error of Kurtosis hBAE BBE6 566 hEGE

Skewness and kurtosis values between —=1.0 and +1.0 is
considered normal

A positive skewness value indicates positive (right) skew; a negative
value indicates negative (left) skew.

160
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Visual Approach:

Frequency Distributions

Total weight of the ovaries (g)

Total length of the fish (cm) 4
oth fem) 2 Mean =7 98
] Mean - 1613 — N=70
-
g _—
g H
$ 3
i
- £
w ™~
4
254 |/ N
1200 "o 1600 1800 000 o 500 1000 1500 2000

Total length of the fish {cm) Total weight of the ovarles ()

161
"
Normality Checking different levels of independent variable
Click Analyze > Descriptive Statistics > Explore... on the top menu, as
shown below:
sl “Untitled1 [Data¢
EHE Edn !iEW gﬂlﬂ Iransform AI"IEJYZE QrﬂDhS Hﬂ”ﬁes Add—gns ﬂmdow ﬂelp
=l e | R Lo FEA E
: = Descriptive Statistics ' | [E Frequendies E
‘24 | Compare Means | [ pescriptives...
Course ” Time General Linear Model + A, Explore... b jar
1 2.00 56 Generalized Linear Modelst
@Qmsstahs
2 1.00 63. Mixed Models » et
3 2.00 45. Correlate 3 =
g 3.00 2. Regression » & PP Ploss
5 2.00 63. LT v | EoaPis.
3 300 e Classify »
; igg i: Dimension Reduction 3
- - Scale +
9 1.00 45, = )
Monparametric Tests (3
10 1.00 38. . ! .
1 2.00 55, nre.casrlng
12 3.00 49  Sunival '
13 200 25 Multiple Response »
I B2 simulation...
15 Quality Control »
16 ROC Curve... 162

81



You will be presented with the Explore dialogue box, as shown below:

) Explore

Dependent List

5 Course

Label Cases by
£ | E—

Display
’V® Both © statistics © Plots ‘

Factor List:

D g

Transfer the variable that needs to be
tested for normality into the Dependent
List:

Transfer the Time variable into the
Dependent List: box.

2 Explore E
Dependent List
& Course Time E
Factor List:
-
Label Cases by.

Display
’7© Both © statistics © Plots

(Lox J (esste | [ meset (cenee| (e | 163

"

[Optional] If you need to establish if your variable is normally distributed for
each level of your independent variable, you need to add your independent

variable to the Factor List: box

In this example, we transfer the Course variable into the Factor List: box.
You will be presented with the following screen:

s Explore H
e Explore “
Dependent List:
& Course [ Time ] EMM Dependent List: m
m & Time
Factor List
Factor List:
- & Course ]
Label Cases by
Label Cases by:
Display -
(@gmh © Statistics © Plots TR
@ Both © statistics © Plots
OK Paste || Reset | Cancel || Help
(o) o) ) ) )
Click the Statistics Button.
164
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Click the Statistics Button. You will be
presented with the Explore: Statistics
dialogue box, as shown below:

Explore: Statistics E

7 Confidence Interval for Mean %

[] M-estimators

&b Course E] & Time

Explore

Dependent List:

Factor List

Label Cases by:

[C] Outliers Display
2] percentiles @® Both O Statistics © Plots
IConunue Cancel Help }I] Paste || Reset || Cancel | Help
Check descriptives t Explore: Plots | < |
Boxplots Descriptive

Click the SPSS Plots Button.

Change the options so that you
are presented with this screen:

® Factor levels together | | o] Stem-and-leat
© Dependents together [] Histogram
@ None

o)

Spread vs Level with Levene Test

¥ Narmality plots with tests ;

N\
\GontinueJ)_cancal | e

165

"
Shapiro-Wilk Test of Normality

Tests of Normality

Course Kalmogorow-Smirnovd Shapira-wWilk
Statistic df ] Statistic df Sig.
Time Beginner A7T 10 200" 964 10 |z
Intermediate 166 10 200" 969 10 .8e82
Advanced 151 10 200" 985 10 a37

a. Lilliefors Significance Carrection
*. This is a lower bound of the frue significance.

The above table presents the results from two well-known tests of normality,

namely the Kolmogorov-Smirnov Test and the Shapiro-Wilk Test.

We can see from the above table that for the "Beginner", "Intermediate" and
"Advanced" Course Group and the dependent variable, "Time", was normally

distributed.

If the Sig. value of the Shapiro-Wilk Test is greater than 0.05, the data is

normal. If it is below 0.05, the data significantly deviate from a normal

distribution.

166
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Kolmogorov-Smirnov D test

+ Kolmogorov-Smirnov D test is a test of normality for large samples.

+ This test is similar to a chi-square test for goodness-of-fit, testing to
see if the observed data fit a normal distribution.

+ If the results are significant, then the null hypothesis of no difference
between the observed data distribution and a normal distribution is
rejected

Shapiro-Wilks W test

Shapiro-Wilks W test is considered by some authors to be the best test of
normality (Zar 1999). Shapiro-Wilks W is limited to "small" data sets up to
n = 2000.

167

Homogeneity of Variance -
Levene's Test

For parametric statistics to work optimally,
the variance of the data must be the same
throughout the data set.

This is known as homogeneity of variance,
and the opposite condition is known as
heteroscedasticity.

168
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@ Untitled? [DataSet?] - IBM SPSS Statistics Data Editer
Fle Edt Vew Dala Trnsform Analwe DirectMarkeling  Graphs

Uliilies  Addons  Window  Help

0 B 3
H E P Reports '

Descipive Siassics

EEERDER L

Visiole: 2 of 2 Varizbles

var var var ar ar var

Tables v
| Guup | Cholesterol Compare Mezns b Cueans var = =
;7 :zg :;Es General Linear Model e
— GeneraigedLinearModels  * | g e pendent-Samples TTest_
100 6580 | wgeamacels v
100 6250 - 5 Pairec-Samples TTest_
Gorse ' 3 One-Way ANOVA.
100 640 | poression , | onetay Ao
L SO0 | oinear v
10 e v
1.00 6130
Classiy »
100 5.180
Dimension Reducion v
100 2l .
1.00 6540 =* .
= G0 | NonparsmenncTests
1.00 623 | Forecasing 2
100 sosp | Sunhel
1.00 6450 | Mumple
100 6250 | Elwissing’
100 2860 . Dependent List:
Comple:
—:: :zg ij:z ;m:: & Cholesterol concent
| 19 | smulsti
2 100 5090 | guaC
2 200 5430 | ERoc o
2 200 5550 | puses
3 20 5800 L———
Factor:
e & Treatment [Group]

OK Paste Reset || Cancel Help

E& One-Way ANOVA: Options

[ Statistics

Eiiascrimw“s‘
[] Fixed and random effects

¥ Homaogeneity of variance test
[] Brown-Forsythe

] welch

" [ Means plot

Missing Values

@ Exclude cases analysis by analysis

© Exclude cases listwise

| T One-Way ANOVA: Options X
na
Statistics
Dependent List: v iéesuiiaqv -}
& Cholesterol concent... Fixed and random effects
Post Hoc.. ;
¥/ Homogeneity of variance test
Brown-Forsythe
(Bootstap) || | ) ween
Means plot
Factor:
- /
- &Treatrnon( (Group] Missing Values
® Exclude cases analysis by analysis
(oK ) [psste ( ResetJ cancel] e | 1 Stade e i
Descriptives
Chalesteral cancentration in mmal
95% Confidence Interval for
Wean
» N Mean Std. Deviation | Std. Error | Lower Bound UpperBound | Minimum | Maximum
Diet Group 20 6.18665 233831 052286 6.07721 6.29609 5.780 6.580
Exercise group 20 575175 161402 038091 567621 582729 5450 6.000
Total 40 5.96920 296354 046858 5.87442 6.06398 5.450 5.580

Test of Homogeneity of Variances

Chalesteral cancentration in mmal

Levene
Statistic dft df2 Sig.
3.012 1 38 091

Levene's Test "Sig." value is higher than 0.05), the two variances are similar and
not rejecting the null hypothesis, and you can proceed to use a parametric tes1t_}0

85



Student t - tests
using SPSS

t test

m  One-sample t-tests:

Used to compare one sample mean to a population mean or some other
known value.

Average birth weight of new born baby

You hear that the average person sleeps 8 hours a day. You think college
students sleep less. You ask 100 college students how long they sleep on an
average a day.

You get the data and the mean of sleeping hrs is 6.5 hours.
Compare two (or more) sample means to each other
Two general research strategies:
m  Two completely separate (independent) samples
s Example: Hemoglobin levels in male and female is same or not?

= Body fat content in pig fed with two different diets

m Two related (dependent) samples
= measure the size of tumor for cancer patient's before and after a treatment
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Reporting Significance
Report p values as being less than .05, .01, or .001.

If a result is not significant, report p as being
greater than .05 (p > .05)

Here are some examples...

ifp=.017 reportp < .05 We conclude that group means are significantly
different

if p =.005 report p < .01 We conclude that group means are significantly
different

Ifp=.24 reportp > .05 We conclude that group means are NOT
significantly different
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One samplet
tests using SPSS
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One-Sample t Test SPSS

m Tests for difference between sample mean and
pre-determined population mean.

m Compares the mean score of a sample to a known value.
Usually, the known value is a population mean.

m Examples:

Comparison of mean dietary intake of a particular group of
individuals with the recommended daily intake.

Average birth weight of new born baby in Malaysia
Blood pressure and glucose is normal in adults

m Hypotheses:

Null: There is no significant difference between the sample mean
and the population mean.

Alternate: There is a significant difference between the sample
mean and the population mean.
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" JE
One-Sample t Test

Assumption #1: Your dependent variable should be measured at the
interval or ratio level (i.e., continuous).

Assumption #2: The data are independent (i.e., not correlated/related),
which means that there is no relationship between the observations.

Assumption #3: There should be no significant outliers.

Assumption #4: Your dependent variable should be approximately
normally distributed.
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Example of study

m Aresearcher is planning a psychological intervention study, but
before he proceeds he wants to characterize his participants'
depression levels.

m He tests each participant on a particular depression index, where
anyone who achieves a score of 4.0 is deemed to have 'normal’
levels of depression. Lower scores indicate less depression and
higher scores indicate greater depression. The study included 40
participants. Depression scores are recorded in the variable
dep_score. He wants to know whether his sample is representative
of the normal population (i.e., do they score statistically
significantly differently from 4.0).
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One-Sample t Test SPSS

m Click “Analyze” - “Compare Means”
- “One- Sample T Test...”

“Test Value” = Predetermined
population mean

EXAMPLE:

m Compared the mean depression score of 4.0 a
known population value
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Enter the dependent variable, dep_score, (depression score).

@ one-sample-t-test.sav [DataSet1] - IBM SPSS ¢
File Edit View Data Transform Analyze Graphs Ulilies Add-ons Window Help
% = T Reports 3 E EE A B
f H = g I H 15 eA i
P = Descriptive Statistics [ i = e \Iﬁ
| ‘ Compare Means P Means...
dep_score H General Linear Model 3 8 One-Sample T Test var
1 368 i i
(EETEE ZE e R \ndependen;—samplesTTest..
2 3.98 Mixed Models 3
3 172 - mEalrsd-SamplssTTesl
- Correlate » ED T
ne-Waj .
4 3.98 Regression 13 - Y
5 379 Loglinear »
: 348 Classify »
U 4.28 Dimension Reduction »
8 375
Scale »
9 374
MNonparametric Tests 13
10 3.92 -
n 286 Forecasting »
12 2-03 Survival »
13 4-25 Multiple Response »
14 445 %Simu\aﬁnn
15 399 Quality Control 3
16 3.02 & roc cune
17 338
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"
You will be presented with the One-Sample T Test
dialogue box, as shown below:
= One-Sample T Test “
TestVariable(s): Options...
| dep_score |
TestValue: El
[ o« ] 2ss [ Reset |(cancel] [ Hemp |
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m Transfer the dependent variable, dep_score, into the Test
Variable(s): box
m Enter the population mean you are comparing the sample against in
the Test Value: box, by changing the current value of "0" to "4".

2 One-Sample T Test E
Test Variable(s): Optiofis—
59) dep_score
t2  One-Sample T Test: Options “
Confidence Interval Percentage %
Missing Values
@ Exclude cases analysis by analysis
TestValue El © Exclude cases listwise
@ _comnue) | cancel | _retp |

\

Click on the options button.
You will be presented with the One-Sample
T Test: Options dialogue box

Click the continue button.

Then click the OK to
generate the output.
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Interpreting the SPSS output of the one-sample

t-test
One-Sample Statistics

Std. Error
] Mean Std. Deviation Mean
dep_score 40 | 37225 737049 11654

Mean depression score (3.72 = 0.74) was
lower than the population 'normal’
depression score of 4.0.
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One-sample t-test

One-Sample Test

TestWalue=4
95% Confidence Interval of the
Mean Difference
t df | Sig, (2-tailed) | Difference Liower Upper
dep_score -2.381 39 022 -27750 -.8132 -0418

Interpretation:

You are presented with the observed t-value ("t" column), the degrees of freedom ("df"), and
the statistical significance (p-value) ("Sig. (2-tailed)".

In this example, p < .05 (itis p = .022).

Therefore, it can be concluded that the population means are statistically significantly
different.

If p > .05, the difference between the sample-estimated population mean and the
comparison population mean would not be statistically significantly different.
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Writing in the manuscript

m A one-sample t-test was run to determine whether
depression score in recruited subjects was different to
normal, defined as a depression score of 4.0.

m Mean depression score (3.73 £ 0.74) was lower than the
normal depression score of 4.0, a statistically significant
difference of 0.28 (95% ClI, 0.04 to 0.51), t(39) = -2.831,
p =.022.
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Paired Samples t
Test using SPSS

" JE
Paired Samples t Test

m Tests if two related samples differ
significantly from one another

m Same individuals are studied more than
once in different time.

Measurement made on the sample people
before and after.

Example: To evaluate the effect of new diet on
weight loss.

Cholesterol levels before and after drug
administration for a group of people
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Hypothesis:

m Null: There is no significant difference between
the means of the two variables.

m Alternate: There is a significant difference
between the means of the two variables.

Example SPSS output:

m Compare the mean test scores before (pre-test) and after
(post-test) the subjects completed a test preparation
course.

m We want to see if test preparation course improved
people's score on the test.

187

.
Example

m A group of Sports Science students (n = 20) are selected
from the population to investigate whether a 12-week
plyometric-training programme improves their standing
long jump performance.

m In order to test whether this training improves
performance, the students are tested for their long jump
performance before they undertake a plyometric-training
programme and then again at the end of the programme
(i.e., the dependent variable is "standing long jump
performance”, and the two related groups are the
standing long jump values "before" and "after" the 12-
week plyometric-training programme).
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Click Analyze > Compare Means > Paired-Samples T Test... on the
top menu, as shown below:

paired-samples t-testsav [DataSet0] - IBM SPSS Statistic
File Edit View Data Transform Analyze Graphs Utlities Add-ons Window Help
% = Reporis v B E B A =
SEHS M e M 53
e = Descriptive Stalistics ~ + B o
‘19 : Compare Means * | [ Means
| JUMP1 | JUMP2 ” General Linear Model 3 I8 One-Sample T Test... Vi
1 235 234 i B
Generalized Linear Models+ Independent-Samples T Test
d 242 243 gy ' E Paired-Samples T Test
3 2.26 2.29 Correlate 3 EE) Way ANOVA. . I}
ne-Wa
4 258 262 Regression (3 - J
5 262 2.64 Loglinear (3
g 216 218 Classify 3
U 240 244 Dimension Reduction 3
8 262 2687
Scale 3
9 235 239 -
MNonparametric Tests (3
10 244 247 ; : "
n 259 260 ure.cas_mg
12 275 275 Sundval '
13 294 297 Multiple Response (3
1 239 546 2 simulation...
15 247 244 Quality Control »
16 236 237 ROC Curve.
17 28 7RG
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ta Paired-Samples T Test B
Paired Variables:
JUMPA Pair_|Variablel |Variable2 | —
& JUNP2 1
-
] Paired-Samples T Test Ex

Paired Variables:

& JunP1 Pair
& JuwpPz 1
2

*

3

-

(o) () e () L)

m  Transfer the variables JUMP1 and JUMP?2 into the Paired Variables: box.

m Click on the options button.
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#2 Paired-Samples T Test: Options E

Confidence Interval Percentage: %

Missing Values

® Exclude cases analysis by analysis ta Paired-Samples T Test EX
© Exclude cases listwise Paired Variables:
& Jump1 Pait___|vanable1 Variable2
+
Click the continue 77 :
% o | (Baste)] (Beset) [Cancel) (CHeip
m You will be returned to the Paired-
Samples T Test dialogue box.
m Click OK button.
191
" JE
Output of the Dependent T-Test in SPSS
Paired Samples Statistics
8t Error
Wean il Std. Deviation Mean
Pair1  JUMP1 24815 20 AB135 .03e08
JUMP2 25155 20 15982 03574
Paired Samples Test
Paired Differences
95% Confidence Interval of the
Std. Error Differance
Mean Std. Deviation Mean Lower | Upper t df Sig. (2-tailed)
Pair1  JUMP1 - JUMP2 -.03400 03185 00712 -.04291 | -.01909 -4.773 19 .000 |

Reporting the Output of the Dependent T-Test

You might report the statistics in the following format: t(degrees of freedom) = t-
value, p = significance level. In our case this would be: t(19) = -4.773, p < 0.0005.
Due to the means of the two jumps and the direction of the t-value, we can
conclude that there was a statistically significant improvement in jump distance
following the plyometric-training programme from 2.48 + 0.16 mto 2.52 + 0.16 m
(p < 0.0005); an improvement of 0.03 + 0.03 m.
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Two Samples
Independent t Test
using SPSS

" JE
Independent-Samples t Test

Compares the means between two unrelated
groups on the same continuous, dependent
variable.

m Example: To study the weight gain of fish fed with low
and high protein fed groups.

m Example: First year graduate salaries differed based on
gender (i.e., dependent variable would be "first year
graduate salaries” and independent variable would be
"gender”, which has two groups: "male" and "female").
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Independent Sample Data (pataare

time off task)

Experimental (Caff) |Control (No Caffeine)
12 21
14 18
10 14
8 20
16 11
5 19
3 8
9 12
11 13
15
N,=9, M;=9.778, SD,=4.1164 N,=10, M,=15.1, SD,=4.2805

Study Example

» The concentration of cholesterol in the blood is associated with the risk of
developing heart disease, such that higher concentrations of cholesterol indicate a
higher level of risk, and lower concentrations indicate a lower level of risk.

» If you lower the concentration of cholesterol in the blood, your risk of developing
heart disease can be reduced. Being overweight and/or physically inactive
increases the concentration of cholesterol in your blood.

+ Both exercise and weight loss can reduce cholesterol concentration.
However, it is not known whether exercise or weight loss is best for lowering

cholesterol concentration.

» Investigated whether an exercise or weight loss intervention is more effective in

lowering cholesterol levels.

* The researcher recruited a random sample of inactive males that were classified

as overweight.

» This sample was then randomly split into two groups:
« Group 1 underwent a calorie-controlled diet and
* Group 2 undertook the exercise-training programme.
» In order to determine which treatment programme was more effective, the mean
cholesterol concentrations were compared between the two groups at the

end of the treatment programmes.
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Test Procedure in SPSS

m Click Analyze > Compare Means > Independent-
Samples T Test... on the top menu, as shown below:

ta independent-samples t-test.sav [DataSet0] - IBM SPSS Stati:
File Edit View Data Transform Analize Graphs Ufiities Addons Window Help
n‘_—\:} L [Fr - Reports 3 =W W=
e M = y M * 2505
Descriptive Statistics »
19 Cholesterol Compare Means » | Mmeans
Treatment General Linear Model b I8 One-Sample T Test var
1 Dist grou -
group Generalized Linear Models» [ independent-Samples T Test
2 Diet group Wiged Models bl = Ly
= ] Paired-Samples T Test
3 Diet group Correlate L
. One-Way ANOVA.
& Diet group Regression » Bo g
) Diet group’ Loglinear N
[ Diet group’ Classity »
i Diet group Dimension Reduction b
8 Diet group.
Scale 3
9 Diet group -
NonparametricTests b
10 Diet group
Forecasting 3
11 Diet group’
s
12 Diet group’ Suntval
I Diet group Wuttiple Response 3
14 Diet group &) simulation
15 Diet group Quality Control 3
16 Diet group ROC Curve.
7 Diet group’ 6.24
18 Nist arann A0 197
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Test dialogue box, as shown below:
] Independent-Samples T Test “ & st =Rt 7 s EY
Test Variable(s): TestVariable(s)
&) Trealment & Cholesteral =

&’ Cholesterol

Grouping Variable:
—

Grouping Variable:
Treatment(? 7)
Define Groups.

(o)

)

m Transfer the dependent variable, Cholesterol, into the Test
Variable(s): box, and transfer the independent variable, Treatment,

into the Grouping Variable box
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You then need to define the groups (treatments). Click on the Define

Groups button.

You will be presented with the Define Groups dialogue box, as shown

below:

i Define Groups “

©Usespecifiedvalues 1
Group 1:

@ cut point:

m Enter 1 into the Group 1: box and enter 2 into the Group 2: box.

ta Define Groups “

@ Use specified values

@ Cut point

=iy
(G| )

m Remember that we labelled the Diet Treatment group as 1 and the

Exercise Treatment group as 2.

m  Click the continue

199
" JE
#2 Independent-Samples T Test: ... B X T ]
Confidence Interval Percentage: % T;lé::a::::’s; Options
Missing Values
@ Exclude cases analysis by analysis M
Exclude cases listwise o
. (v
[continue | [ cancel || Heip | e
/C] (Reset | (cancel | o |
m Click the continue button.
m You will be returned to the Independent-
Samples T Test dialogue box.
m Click the Ok button.
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Group Statistics

Group Std. Error
M Mean Std. Deviation Mean
gholest{amt_l Diet 20 6.1450 81959 11618
oneentration Exercise 20 5.7950 38179 .ag537F

Independent Samples Test

Cholesterol Concentration

Equal Equal
variances variances not
assumed assumed

Levene's Test for Equality F 314
of Variances .
Sig 579
meslfor Equality of t 2.428 2.428
=ans df 38 34.886
Sig. (2-tailed) 020 021
mMean Difference 35000 35000
Std. Error Difference 14418 14418
9;_5% Cgl&_ﬁdence Interval Lower 05813 05727
erthe Dimerence Upper 64187 64273

Group means are significantly different because the value in the "Sig. (2-tailed)" row is less than 0.05.

Interpretation:

This study found that significantly lower cholesterol concentrations (5.80 + 0.38 mmol/L) at the end of an

exercise-training programme compared to after a calorie-controlled diet (6.15 + 0.52 mmol/L), t(38) = 2.428, p

=0.020.
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One-way analysis of
variance (ANOVA)using
SPSS
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One-way analysis of variance
(ANOVA)

m The one-way analysis of variance (ANOVA) is used to
determine whether there are any significant differences
between the means of three or more independent
(unrelated) groups.

For example, you could use a one-way ANOVA to understand
whether exam performance differed based on test anxiety
levels amongst students, dividing students into three
independent groups (e.g., low, medium and high-stressed
students).

203
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Assumptions

m Assumption #1: Your dependent variable should be measured at the
interval or ratio level (i.e., they are continuous).
Examples of variables that meet this criterion include revision time (measured in
hours), intelligence (measured using 1Q score), exam performance (measured from
0 to 100), weight (measured in kg).
m Assumption #2: Your independent variable should consist of two or
more categorical, independent groups

m Assumption #3: You should have independence of observations,
which means that there is no relationship between the observations in
each group or between the groups themselves.

m Assumption #4: There should be no significant outliers.

m Assumption #5: Your dependent variable should be approximately
normally distributed for each category of the independent
variable.
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Example

m A manager wants to raise the productivity at his company by
increasing the speed at which his employees can use a particular
spreadsheet program. As he does not have the skills in-house, he
employs an external agency which provides training in this
spreadsheet program.

They offer 3 courses: a beginner, intermediate and advanced
course. He is not sure which course is needed for the type of work
they do at his company, so he sends 10 employees on the beginner
course, 10 on the intermediate and 10 on the advanced course.
When they all return from the training, he gives them a problem to
solve using the spreadsheet program, and times how long it takes
them to complete the problem. He then compares the three courses
(beginner, intermediate, advanced) to see if there are any
differences in the average time it took to complete the problem.

205

SPSS one-way analysis of variance

m SPSS procedure Analysis, Compare Means, One-Way
ANOVA

m Dependent List is for variable for which means are to be
calculated, compared.

m Factor is for variable used to designate the different
samples or groups

m Options to specify Descriptive Statistics
m Post Hoc for multiple comparisons
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Steps

m In SPSS, enter the groups for analysis by
creating a grouping variable called Course
(i.e., the independent variable), and give
the beginners course a value of "1", the
intermediate course a value of "2" and the
advanced course a value of "3".

m Time to complete the set problem was
entered under the variable name Time
(i.e., the dependent variable).
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]
Click Analyze > Compare Means > One-Way ANOVA... on the top
menu as shown below.
e} One-way ANOVA.sav [DataSet5] - IBM SPSE
File Edit View Data Transform Analyze Graphs Ulilities Add-ons Window Help
=/ m o Reports b Em s B
= A = e . B A B
Descriptive Statistics b
Compare Means * | 2 weans
Course Time General Linear Model b One-Sample T Test
1 Beginner 22, - B )
9. Generalized Linear Models Independent-Samples T Test..
2 Beginner 25. Mixed Models N
Paired-Samples T Test..
3 Beginner 24, Correlate b
i N One-Way ANOVA...
4 Beginner 28 TerEEE p | R ¥
5 Beginner 27. Loglinear N
6 Begfnner 28. Classify b
i Beginner 2T Dimension Reduction ~ »
g Beginner 29.
Scale [
9 Beginner 29. -
- Nonparametric Tests »
10 Beginner 33 ; X R
" Intermediate 18. ore.cas_mg
12 Intermediate 21 Surdval '
13 Intermediate 20. LI ERIETETED b
14 Intermediate 26. % LT
16 Intermediate 23. Quality Control s
16 Intermediate 24. ROC Curve
17 Intermediate 23.00
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ta One-Way ANOVA

& Course

1]

Dependent List:
3
-_Opﬁoﬂs...

Transfer the dependent variable (Time) into the Dependent List: box
and the independent variable (Course) into the Factor:

&

One-Way ANOVA u

Dependent List:
e (Compasts.

Click the post hoc button.

o] e ) o L
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Tick the Tukey checkbox as shown below:

One-Way ANOVA: Post Hoc Multiple Comparisons

Equal Variances A

[FILsp CIshk [7] WallerDuncan

[7] Bonferroni M?Iukeyﬁ Type UType Il Error Ratio: |1
[T sidak [ Tukey's-b ] Dunngtt

[C] Scheffe [] Duncan Control Cate

[[JREGWQ ] Gabriel

[ REGWF [] Hochberg's GT2 |’T: t

@ 2-sided @ < Contral @ = Contro

Equal Variances Not Assumed
’VD Tamhane’sT2  [] Dunnetts T3 [7] Games-Howell [ Dunnetts C

Significance level
(continue J)_ cance |

m Click the continue button.
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Click the options button. Tick the Descriptive checkbox in the —
Statistics— area, as shown below:

Statistics

Fixed and random effects

#3  One-Way ANOVA: Options E|

+
= Homogeneily of variance test \'! One-Way ANOVA “
[ Brown-Forsythe D List (G )
= — Contrasts..,
[ welch | & Time =
[Z] Means plot L:J Options...
Missing Values
@ Exclude cases analysis by analysis
© Exclude cases listwise —— Fadtor.
17—
Ll —@;ﬂj'mw Cancel ||_Help
Click the OK button. »
" JE
D Iptives table
Descriptives
Time
95% Confidence Interval for
Mean
& Mean Std. Deviation Std. Error Lower Bound Upper Bound Minimum Maximum
Beginner 10 | 27.2000 304777 86379 250198 29.3802 22.00 33.00
Intermediate 10 | 23.6000 3.30656 1.04563 21.2346 259654 18.00 28.00
Advanced 10 | 23.4000 323866 1.02415 21.0832 257168 18.00 28.00
Total 30 | 247333 356161 65026 23.4034 26.0633 18.00 33.00

The descriptives table provides some very useful descriptive statistics, including the mean,
standard deviation for the dependent variable (Time) for each separate group
(Beginners, Intermediate and Advanced).

212

106



ANOVA
Time
Sum of
Squares df Mean Square F Sig.
Between Groups 91.467 2 45733 4 467 021
Within Groups 276.400 27 10.237
Total 367 867 25

Statistically significant difference between our group means. We can
see that the significance level is 0.021 (p = .021), which is below
0.05. and, therefore, there is a statistically significant difference
in the mean length of time to complete the spreadsheet problem
between the different courses taken.
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Multiple Comparisons

DependentVariable: Time

Tukey HSD
~Mean 95% Confidence Interval
Difference (-
) Course (J) Course J) Std. Errar Sig. Lower Bound | UpperBound
Beginner Intermediate 3.60000° 1.43088 046 0523 71477
Advanced 3.80000° 1.43088 034 2523 7.3477
Intermediate  Beginner -3.60000 1.43088 046 -7.477 -.0523
Advanced .20000 1.43088 989 | -3.3477 37477
Advanced Beginner -3.80000° 1.43088 .034 -7.3477 -.2523
Intermediate -.20000 1.43088 5988 -3.7477 3.3477

* The mean difference is significant atthe 0.05 level.

Multiple Comparisons, shows that, there is a significant difference in time to
complete the problem between the group that took the beginner course
and the intermediate course (p = 0.046), as well as between the beginner
course and advanced course (p = 0.034).

There were no differences between the groups that took the
intermediate and advanced course (p = 0.989).
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Interoretation and reoorting

Time

Sum of

Squares df Mean Square F Sig.
Between Groups 91.467 2 45733 4.467 021
Within Groups 276.400 27 10.237
Total 367.867 28

Muiltiple Comparisons
Dependent Variable: Time

Tukey HSD
~Mean 95% Confidence Interval
Difference (-
() Course (J) Course J) _ Std. Error Sig Lower Bound | Upper Bound
Beginner Intermediate 3.60000 1.43088 046 .0523 71477
Advanced 3.80000° 1.43088 .034 .2523 7.3477
Intermediate  Beginner -3.60000 1.43088 .046 -7.1477 -.0523
Advanced .20000 1.43088 .989 -3.3477 3.7477
Advanced Beginner -3.80000° 1.43088 .034 -7.3477 -.2523
Intermediate -.20000 1.43088 989 -3.7477 3.3477

* The mean difference is significant at the 0.05 level

There was a statistically significant difference between groups as determined by
one-way ANOVA (F(2,27) = 4.467, p = .021). A Tukey post hoc test revealed that
the time to complete the problem was statistically significantly lower after taking the
intermediate (23.6 £ 3.3 min, p = .046) and advanced (23.4 + 3.2 min, p =.034)
course compared to the beginners course (27.2 £ 3.0 min). There were no
statistically significant differences between the intermediate and advanced groups

(p = .989).
215

Example

Effect of dietary protein levels on final body weight (g) of catfish fed for 30 days
T1- 30% protein; T2 — 35%, T3 — 40%; T4-45%.

Treatment 1 Treatment 2 Treatment 3 Treatment 4
609 50 48 47
67 52 49 67
42 43 50 54
67 67 55 67
56 67 56 68
62 59 61 65
64 67 61 65
59 64 60 56
72 63 59 60
71 65 64 65
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Two-way analysis of
variance (ANOVA)using
SPSS

" JEE
Two-way ANOVA in SPSS

The two-way ANOVA compares the mean differences
between groups that have been split on two
independent variables (called factors).

The primary purpose of a two-way ANOVA is to understand
if there is an interaction between the two independent
variables on the dependent variable.

Example:

Two-way ANOVA is used to understand whether there is an interaction
between gender and educational level on test anxiety amongst
university students, where gender (males/females) and education level
(undergraduate/postgraduate) are independent variables, and test

anxiety is dependent variable
218

109



" JEE
Example: 2

To determine whether there is an
interaction between physical activity level
and gender on blood cholesterol
concentration in children, where physical
activity (low/moderate/high) and gender
(male/female) are independent variables,
and cholesterol concentration is dependent
variable.
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" JEE
Example

Aresearcher was interested in whether an individual's interest
in politics was influenced by their level of education and
gender. They recruited a random sample of participants to
their study and asked them about their interest in politics,
which they scored from 0 to 100, with higher scores
indicating a greater interest in politics.

The researcher then divided the participants by gender
(Male/Female) and then again by level of education
(School/College/University).

The dependent variable is "interest in politics", and the

two independent variables are "gender" and "education”.
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Two-way ANOVA in SPSS

» Enter the two independent

. | Gender || Edu_Level || Int_Politics H var ||
variables, and label them Gender ] Wale Schoal 2400
and Edu_Level. Mae  School 3500

) § Male  School 2.00

» For Gender, we code "males" as Vdel  Sdw 00

1 and "females" as 2, and for Ve Schoo 40'00

Edu_Level, we code "school” 5 Mol Schog 40'00

as 1, "college" as 2 and ~ e Sehoal 700
"university" as 3. :

y g Male School 33.00

.. . . 9 Male Schoal 34.00

» The participants' interest in 0 vl Schol 500

.y . ale Choot .
politics — the dependent variable = Ul cl 900
— enter under the variable name, — Male CUHEQE o
Int_Politics. o I :

- 11 Male Cnllens 47 1N
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Click Analyze > General Linear Model > Univariate...

-] two-way ANOVAsav [DataSet2] - IBM SPSS Stati
File Edit View Data Transform Analyze Graphs Utilities Add-ons Window Help
= B T = Reports » T B S
SHE I A | M A B e
i Descriptive Statistics 3 1
| ‘ Compare Means 2
Gender H Edu_Leve General Linear Model | ] univariate -
1 Male Sch Generalized Linear Models | E yuitivariate by
2 Male Sch E
RRCEiEE 4 [ Repeated Measures...
3 Male Sch Correlate » v c .
Variance Compaonents.
4 Male Sch Regression 3
o Male Sch Loglinear 3
6 Male Sch Classily N
U Malz Sch Dimension Reduction 3
8 Male Sch
Scale 3
9 Male Sch B
MNonparametric Tests (3
10 Male Sch -
F 1 »
1 Male  Colle B
12 Male Colley  Sunial '
13 Male Colle Multiple Response (3
14 Male Colle| 18 Simulation
15 Male Colle Quality Control 3
16 Male Calle ROC Curve..
17 Male College 54.00
18 Mala Fallana &1 00 222
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ou will be presented with the Univariate dialogue box, as shown

below:
= x & =
L
) Dependent Variable:
Dependent Variable: 8 = W
&> Gender ] Q ‘ |@ - & Int_Politics
&5 Edu_Level Fixed Factor(s) ﬁ Fixed Factor(s)
& Int_Politics = E & Gender
) (Esson (&)
E Random Factor(s): E
Random Factor(s): = E
(2] —
Covariate(s) Covariate(s).
(]
Q WLS Weight: WLS Weight:
E— E)] —
L) e (et cance] Lo | (Lox J{ geste J{ mese J{ canca][_reip |

Transfer the dependent variable, Int_Politics, into the Dependent Variable: box,
and transfer both independent variables, Gender and Edu_Level, into the Fixed
Factor(s): box.

223
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Click on the plots button.
You will be presented with the Univariate: Profile Plots dialogue box, as
shown below
2 B it x
Dependent Variable: Factors: Horizontal Axis
& Int_Palitics [E;dendfr | | Q ‘ |
Fixed Factor(s): HLeve Separate Lines:
k2 (]
‘Separate Plots:
Random Factor(s) Q
Covariate(s):
((connus)|_cancel J[_rteto
WLS Weight:
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Transfer the independent variable, Edu_Level, from the Factors:
box into the Horizontal Axis: box, and transfer the other
independent variable, Gender, into the Separate Lines: box.

2 Univariate: Profile Plots 2 Univariate: Profile Plots E
Factors: Horizontal Axis Factors: Horizontal Axis
Gender hd Edu_Level Gender hd
Edu_Level Edu_Level
Separate Lines: Separate Lines:
[ r— »
Separate Plots: = Separate Plots:
N
Plats: |m Change || Remove Plats: A Change || Remove
Edu_Level*Gender m
[ continue|[ cancel |[ Help | (continue [\ cancel |[ Help |
\ /
Click the Add Button.
You will see that "Edu_Level*Gender" has been added to the Plots: box, as
shown above:
Click the continue button. 225
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Click the post hoc button. You will be presented with the Univariate:
Post Hoc Multiple Comparisons for Observed Means dialogue box,

as shown below:

Univariate: Post Hoc Multiple Comparisons for Observed Mea_n

Factor(s): PostHoc Tests for:

Univariate: Post Hoc Multiple Comparisons for Observed Mea_n

Factor(s).

Gender
Edu_Level

rEgual Variances Assumed:

"Equal Variances Not Assumed

Gender
Edu_Level

Edu_Level

[ Equal Variances
O Lso ]
[7] Bonferroni (&
[] sidak ia]
[[] Schefle [
[[] REGW-F []
[ REGWQ [

S-N-K [C] waller-Duncan
TUkeys-b [ Dunngtt
Duncan Control Ca
Hochberg's GT2 [ Test
Gabriel

"Equa\vanances Not

Cancel | Help

+ Transfer Edu_Level from the Factor(s): box to the Post Hoc Tests for: box.

» This will make the —Equal Variances Assumed-— area become active and
present you with some choices for which post hoc test to use.

* The select Tukey post hoc test.
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Click the continue button to return to the Univariate dialogue box.

Click the options button.

This will present you with the Univariate: Options dialogue box,

as shown below:

Univariate

Univariate: Options

rEstimated Marginal Mean:

Dependent Variable:
=+ [ it Politics
Fixed Factor(s):
&> Gender

& Edu_Level Post Hoc...

Random Factor(s):

-

Covariate(s):
-

WLE Weight:
-

(Lon J{ psste || meset || cancel] | _rip |

B
i ] | e
Gender
Plots
_Pestrioc..|
-

Factor(s) and Factor Interactions

Display Means for.

Edu_Level
Gender*Edu_Level

Display

["] Descriptive statistics
[] Estimates of effect size
[] obsenved power

[] Parameter estimates

E Caontrast coefficient matrix

[] Homogeneity tests

[C] Spread vs. level plot

[7] Residual plot

[[] Lack of fit

= General estimable function

Significance level Confidence intervals are 95.0%

Continue Cancel Help
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Transfer Gender, Edu_Level and Gender*Edu_Level from the
Factor(s) and Factor Interactions: box into the Display Means for:

box.

In the —Display— area, tick the Descriptive Statistics option. You will

presented with the following screen:

ta Univariate: Options E
Estimated Marginal Means

Faclor(s) and Factor
(OVERALL)

Gender
Edu_Level @

Gender"Edu_Level

Display Means for:

|
Display
Homogeneity tests
EsTmares orened size Spread vs. level plot
Observed power Residual plot
Parameter estimates Lack of fit
Contrast coefficient matrix General estimable function

Significance level. Confidence intervals are 95.0%

((contous) _cancel J _nep ]

s Univariate: Options

rEstimated Marginal Mean

Factor(s) and Factor Interactions:

Display Means for:

(OVERALL)

Gender*Edu_Level

Gender . Edu_Level
Edu_Level + Gender*Edu_Level

Gender

[] Compare main effects

rDisplay

¥ Descriptive statistics
[] Estimates of effect size
[] Observed power

E Parameter estimates

=} Contrast coefficient matrix

[] Homogeneiy tesis

|| Spreadvs. level plot

[ Residual plot

[ Lack of fit

E General estimable function

Significance level: Confidence intervals are 95.0%
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Click the continue button to return to the Univariate dialogue box.
Click the OK button to generate the output.

ta Univariate: Options
Estimated Marginal Means

Factor(s) and Factor Interactions. Display Means for:

)

(OVERALL) Gender

Gender Edu_Level
Edu_Level GenderEdu_Level
Gender*Edu_Level

Univariate

Dependent Variable:

Compare main effects

v _esmphve slansucs Homogeneity tests
Estimates of effect size Spread vs. level plot
Observed power Residual plot
Parameter estimates Lack of fit
Contrast coefficient matrix General estimable function

Confidence intervals are 95.0%

Significance level

& Int_Politics

Fixed Factor(s):
&> Gender
&) Edu_Level

Random Factor(s):

Covariate(s).

WLS Weight

Cancal]|_tep |

229

Descriptive Statistics

Dependent Wariableint_Politics

Gender  Edu_Level Mean Std. Deviation N

Male School 38.2000 4.18463 10
College 441000 426745 10
University | 641000 307137 10
Total 48.8000 11.87841 30

Female Gchool 39.6000 327278 10
College 44,6000 227278 10
University | 58.0000 646357 10
Total 47.4000 9.05767 30

Tatal Schaool 38.9000 372615 20
College 44.3500 371023 20
University | 61.0500 5.83524 20
Total 481000 10.49649 01}

Plot of the results

The plot of the mean "interest in

politics" score for each combination of
groups of "Gender" and "Edu_level" are
plotted in a line graph, as shown below:

Estimated Marginal Means of Int_Politics

65.00

60.00

55.00

50.00

45.00

Estimated Marginal Means

40.00

35.00

— Male

T T
Sehool College

Edu_Level

T
University

Gender

Female
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Statistical significance of the two-way ANOVA

Tests of Between-Subjects Effects

Dependent Yariahle:Int_Politics

Source Type Il Sum

of Squares df hean Square F Sig
Corrected Model 5525.2002 5 1105.040 61.190 .oaa
Intercept 138816.600 1 1388166800 | FBEBB.72T oon
Gender 29.400 1 29.400 1.628 207
Edu_Level 5328100 2 2664050 147.817 .0an ]
Gender* Edu_Level 167.700 2 23.850 4643 | 014 )
Error 975.200 54 18.059
Toatal 145317.000 60
Coarrected Total 6500400 a4

a. R Sguared = 850 (Adjusted R Squared = 836)

* Our independent variables (the "Gender" and "Edu_Level" rows) and their

interaction (the "Gender*Edu_Level" row) have a statistically significant effect on
the dependent variable, "interest in politics".
» See from the "Sig." column that we have a statistically significant interaction at
the p =.014 level.

* There was no statistically significant difference in mean interest in politics

between males and females (p = .207), but there were statistically significant
differences between educational levels (p < .0005).

231
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Post hoc tests - Multiple Comparisons Table
Multiple Comparisons
Int_Politics
i) Edu_Level  (J) Edu_Level 95% Confidence Interval
Mean
Difference (-
J) Std. Error Sig. Lower Bound Upper Bound
School College -5.4500° 1.34385 0oo -B.6887 -2.2113
University -22.1500° 1.34385 000 -25.3887 -18.9113
College School 545007 1.24385 0oo 221132 8.6287
University -16.7000° 1.34385 0oo -18.9387 -13.4613
University Schoal 221500 1.34385 000 189113 253887
College 16.70007 1.24385 0oo 124612 19.9287
Based on ohserved means.
The errartermn is Mean Square(Errary = 18059
* The mean difference is significant at the .05 level.
There is a statistically significant difference between all three different
educational levels (p < .0005).
232
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orrelation Coefficients:
The Pearson r & Spearman’s
rho

Correlation Coefficients

Definition: A correlation coefficient is a statistic that indicates the
strength & direction of the relationship b/w 2 variables.

m Correlation coefficients provide a single numerical value to
represent the relationship b/w the 2 variables

m Correlation coefficients ranges -1 to +1

-1.00 (negative one) a perfect, inverse relationship

+1.00 (positive one) a perfect, direct relationship

0.00 indicates no relationship
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Different indices of correlation
coefficient

m Pearson product moment correlation coefficient (r) —

used to assess the relationship between 2 normally
distributed continuous variables (Parametric)

Spearman rank order correlation (rho) coefficient -
used to assess the relationship between 2 continuous
variables and one of which is not normally distributed

(Non parametric)

Kendall’s rank correlation coefficient - used to assess
the relationship between 2 ordinal variables or one
ordinal and one continuous variable (Non parametriejs

" JEE
Pearson Correlation
Assumptions

Assumption #1: Your two variables should be measured at the
interval or ratio level (i.e., they are continuous).

Assumption #2: There needs to be a linear relationship between
the two variables. Check the linear relationship exists between your
two variables, by scatterplot using SPSS.

Assumption #3: There should be no significant outliers.

b A &

Positive Correlation Hegative Correlation Mo Correlation

A
Y
hd

236

118



Assumptions

m Assumption #3: There should be no
significant outliers.

r=0.4 r=10.7

Outlier - Qutlier removed

m Assumption #4: Your variables should be
approximately normally distributed.

237

.
Example

m Person's height is related to how well they
perform in a long jump.

m The researcher recruited untrained
individuals from the general population,
measured their height and had them
perform a long jump.

m The researcher then investigated whether
there is an association between height
and long jump performance.
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In SPSS, enter the two variables
Height (i.e., the person's height) and JumpDist (i.e., long jump
distance).
Click Analyze > Correlate > Bivariate... on the menu system
as shown below

DataSe PA a Data Ed
Edt View Data Transform Analyze Graphs Utities Add-ons Window Help
— EH Reports 3 % ﬁ
? H L—:‘J ¢ i Descriptive Statistics 3 ﬂﬂ
bt [1.6343315087 Compare Means 2
Height Jump_ General Linear Model [ |

1 163 234 Generalized Linear Models
b 180 248 Mixed Models. 3
] 175 2.29 Corelate P R everee
i 1.86 262 Begression Y| partal
; 183 264 Loglnear : [ pistances.
5 |1 230 =

Dimension Reduction 3
il 1.75 244

Scale 2
B 1.96 2.67 -
S Nonparametric Tests 3
P 1.60 2.39
S Forecasting 2
—0 1.68 247 Survival 3
180 2.60 Multiple Response 2
2_ 187 275 Qualty Control 3
3 |17 240 p——
4 1.67 246

239

You will be presented with the following screen:

§if Bivariate Correlations

Variables: . e N
— et §:f Bivariate Correlations @
i _I

& Jump_Dist Variables:

& et

Options

& Jump_Dist

Correlation Cosfficients
IVE Pearson || Kendalls tau-b [| Spearman |

Correlation €
(E Pearson [ ] Kendal's tau-b [[] Spearman ‘

Test of Si
" est of Significance | Test of ‘

@ Two-tailed © One-tailed (@ Twodailed © Cne-ailed

[« Flag significant correlations [ Flag significant correlstions

)

Transfer the variables Height and Jump_Dist into the Variables: box
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" JEE
Make sure that the Pearson tick box is checked under the -Correlation

Coefficients- area

m Click the options button. If you wish to generate some
descriptives, you can do it here by clicking on the
relevant tickbox under the -Statistics- area.

£t Bivariate Correlations: Options E| Variables:
s (o)
& Jump_Dist
E\ éruss-pruduct devigtions ar‘v‘d‘iwar\aﬂces [L]
Missing Yalues
@ Excluds cases pairvise
@) Exclude cases listwise
Cometation Coefficients
|  Pearson [ ] Kendal's tau-b (] Spearman
Test of Sigrificance
® Two-taied © One-tailed
¥ Flag significant correlations
. . (o] e (e
Click the continue.
Then Click the OK. 241

I
Correlations table in the output

Correlations

Height Jump_Dist
Height FPearson Caorrelation 1 FrT
Sig. (2-tailed) aoo
] 27
Jump_Dist  Pearson Carrelation TIT 1
Sig. (2-tailed) aoo
] 27 27

= Carrelation is significant atthe 0.01 level {2-tailed).

Pearson correlation coefficient, r, is 0.777, and that this is statistically significant
(p < 0.0005).

Reporting the results:

A Pearson product-moment correlation was run to determine
the relationship between an individual's height and their
performance in a long jump (distance jumped). There was a
strong, positive correlation between height and distance
jumped, which was statistically significant (r = .777, n = 27,
p < .0005).
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Linear Regression
Analysis using
SPSS

" JE
Regression Analysis

Regression Analysis is the estimation of the
linear relationship between a dependent
variable and one or more independent
variables or covariates.
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When to use Correlation and Linear
regression

m Correlation and linear regression are used
when you have two measurement
variables, such as

food intake and weight,
drug dosage and blood pressure,
air temperature and metabolic rate, etc.

245

" S
Assumptions

m Assumption #1: Your two variables should be measured at the
continuous level (i.e., they are either interval or ratio variables).
Examples of continuous variables include revision time (measured
in hours), intelligence (measured using 1Q score), exam
performance (measured from 0 to 100), weight (measured in kg).

m Assumption #2: There needs to be a linear relationship between
the two variables.

Linear Linear No linear relationship
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Assumptions

m Assumption #3: There should be no
significant outliers.

QOutlier Qutlier

247
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Linear Regression and Correlation

m In many situations in clinical studies we wish to
attempt to answer the question: How is the
random variable X related to the random
variable Y?

Ex: How is smoking related to lung cancer?

Ex: How is age related to development of Alzheimer’s
Disease?

Ex: How is age related to blood pressure?

Such questions are answered statistically using the
concepts of Regression Analysis which looks for
relationships among different variables (either negatively
or positively) and Correlations, the strengths of the

relationships
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Linear Regression

Scatterplots

1 In order to perform regression 220
analysis visually, it helps to 200 y
“graph” the points on a .
scatterplot _ 180 - *
[ A visual relationship can often % . / :
be observed when looking at = 160 /
these plots. 140 .
[ Need to draw the line of best fit. .
O Best fit means that the sum of 120
the squares of the vertical 100 41— ‘
dista_mce_s from_ e_ach point to 60 65 70 75
the line is at minimum. Height
249
Is there a relationship between age and
. . i ?
Is there a relationship between systolic blood pressure
wing length and tail length in Systolic blood
R Age (yr) pressure
songbirds? mm hg
30 108
Wing length cm Tail length cm %0 1o
30 106
10.4 7.4 0 1
10.8 7.6 40 120
1.1 7.9 40 us
10.2 7.2 40 119
. : 50 132
10.3 7.4 = pp=
10.7 7.4 60 148
10.5 7.2 60 151
10.8 7.8 % 0
60 147
11.2 7.7 0 a2
10.6 7.8 70 162
11.4 8.3 70 156
70 164
70 158 250

70
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125



Linear Regression

m The Linear Regression model postulates that
two random variables X and Y are related by a

straight line as follows:

251
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LINEAR REGRESSION

m Linear Regression estimates the coefficients of
the linear equation, involving one independent
variables that best predict the value of the
dependent variable.

m Examples:

Birth weight of a baby (independent) and blood
pressure (dependent)

Y =a+bX
Blood pressure = a + b (body weight)
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Example

m A salesperson for a large car brand wants
to determine whether there is a
relationship between an individual's
income and the price they pay for a car.

m The individual's "income" is the
iIndependent variable and the "price"
they pay for a car is the dependent
variable.

253

SPSS

m In SPSS Statistics, enter the two variables
Income (the independent variable), and
Price (the dependent variable).
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m Click Analyze > Regression > Linear...
on the top menu, as shown below:

= linear regression.sav [DataSet2] - IBM SPSS Statistic
File Edit View Data Transform Analze Graphs Uliliies Addons Window Help
= L Reports 3 E H ﬁ == e
H g E EA
e Eﬂ De: Statistics 3 = e |
‘ | Compare Means »
Income || Price H General Linear Model 3 ‘l var ‘l var ‘l var ‘l

1 Generalized Linear Modelsh

2 Mixed Models L3

3 Correlate 13

14

5 Regression P | [E automatic Linear Modeling

Loglinear » B Linear.
5 Classil 3 - ) %
7 1y Curve Estimation
Dimension Reduction 13 i
8 Fartial Least Squares
5 Scale L3 ]
Binary Logistic.

0 Nonparametric Tests » — yLog

= T N Multinamial Logistic

= Sunival » E Ordinal...

3 Multiple Response v | B Probit

14 FE simulation... [ Honlinear...

15 Quality Control b | [ wWeight Estimation

16 ROC Curve [l 2-stage Least Squares

17

an

255
"
You will be presented with the Linear
Regression dialogue box
2 Linear Regression n
pepencent | gtistcs. |
& e 1'0”—' (e,
Independent(s):
Selection Variable:
|§ase La.be\s |
|WLSWe|gﬂt |
(o]
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Transfer the independent variable, Income,
into the Independent(s): box and the
dependent variable, Price, into the
Dependent: box.

Regression Coefficients ¥ Model fit Continue
7 5) Gyaan == | e
ncome rice I Conh T I Deacikives
Block 10f 1 - I~ Patt and partial comelations Help
S | Rreen
e e
= Options..
Independent(s): m Residuals
& Income [~ Durbin-Watson
I™ Casewise diagnostics
¢ r—
Methos £
Selection Variable:
=S |QaseLabels | CI|Ck the OK button.
WLS Weight:
2 [ |
257
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m The first table of interest is the Model Summary table, as
shown below:

Model Summary

Adjusted R Std. Error of
Madel R R Sguare Square the Estimate
1 A7 762 748 874.779

a. Predictars: (Constant), Income

m This table provides the R and R? values.

m The R value represents the simple correlation and is 0.873
(the "R" Column), which indicates a high degree of
correlation.

m The R? value (the "R Square" column) indicates how much of
the total variation in the dependent variable, Price, can be
explained by the independent variable, Income. In this
case, 76.2% can be explained, which is very large.
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® The next table is the ANOVA table, which reports how well the

regression equation fits the data (i.e., predicts the dependent
variable) and is shown below:

ANOVAZ
Sum of
Mode] Squares df Mean Square F 5ig.
1 Regression | 44182633.37 1 44182633.37 57.737 ooo®
Residual 13774291.07 18 TE5238.393
Total H7956924.44 19

a. DependentVariable: Price

h. Predictors: (Constant), Income

m This table indicates that the regression model predicts the
dependent variable significantly well.

m How do we know this?

m Look at the "Regression" row and go to the "Sig." column. This
indicates the statistical significance of the regression model that
was run. Here, p < 0.0005, which is less than 0.05, and indicates
that, overall, the regression model statistically significantly predicts
the outcome variable (i.e., it is a good fit for the data).

259
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m The Coefficients table provides us with the necessary information
to predict price from income, as well as determine whether income
contributes statistically significantly to the model (by looking at the
"Sig." column). Furthermore, we can use the values in the "B"
column under the "Unstandardized Coefficients" column, as

sho elow:
a

bH]

Coefficients™
Standardized
Unstandardized Coeflicients Cosflicients
WModel B Std. Error Beta 1 Sig.
1 (Constant) | 8226.786 1852.256 4.474 ooo
L} 564, 074 873 7.598 000

a. DependentVariable: Price

to present the regression equation as:
Y = at+bX

Price =

8287 + 0.564 (Income)
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Probit Analysis
using SPSS

Probit Analysis

m Probit analysis is a type of regression used to analyze
binomial response variables.

m This procedure measures the relationship between the
strength of a stimulus and the proportion of cases
exhibiting a certain response to the stimulus.

m Probit analysis is still the preferred statistical method in
understanding dose-response relationships
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Example.

m How effective is a new pesticide at killing ants, and what
IS an appropriate concentration to use?

m You might perform an experiment in which you expose
samples of ants to different concentrations of the
pesticide and then record the number of ants killed and
the number of ants exposed.

m Applying probit analysis to these data, you can
determine the strength of the relationship between
concentration and killing, and you can determine what
the appropriate concentration of pesticide would be if
you wanted to be sure to Kill, say, 95% of exposed ants.

263

Probit Analysis

m Remember that a binomial response
variable refers to a response variable with
only two outcomes.

m For example:

Flipping a coin: Heads or tails
Testing beauty products: Rash/no rash

The effectiveness or toxicity of pesticides:
Death/no death
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Application

m Probit analysis is used to analyze many kinds of dose-
response or binomial response experiments in a variety
of fields.

m Probit Analysis is commonly used in toxicology to
determine the relative toxicity of chemicals to living
organisms.

m This is done by testing the response of an organism
under various concentrations of each of the chemicals in
guestion and then comparing the concentrations at
which one encounters a response.

m The response is always binomial (e.g. death/no death)

265

Probit Analysis

m Once a regression is run, the researcher can
use the output of the probit analysis to compare
the amount of chemical required to create the
same response in each of the various chemicals.

m There are many endpoints used to compare the
differing toxicities of chemicals, but the LC,,
(liquids) or LD., (solids) are the most widely
used outcomes of the modern dose-response
experiments.

m The LC./ /LD, represent the concentration
(LCs,) or dose (LD.,) at which 50% of the
population responds.

266

133



EXAMPLE

m For example, consider comparing the
toxicity of two different pesticides to fish,
pesticide A and pesticide B.

m If the LC,, of pesticide A is 50ug/L and the
LC., of pesticide B is 10ug/L, pesticide B
IS more toxic than A because it only takes
10ug/L to kill 50% of the fish, versus
50ug/L of pesticide B.

267
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To run the probit anaylsis in SPSS,
follow the following simple steps:

m Simply input a minimum
of three columns into

3 *17. probit analysis.sav [DataSetd] - IBM SPSS Statistics Data Editor

the Data Editor File Edit View Data Transform Analyze DirectMarketing Graphs

. FHE L o « @
m Number of individuals = HEs n

per container that S
responded i R
m Total of individuals per| :
container ; -

m Concentrations
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Probit analysis in SPSS

m On the main menu Click Analyze,
Regression, Probit, choose the log of your
choice to transform:

View Data Transform Analyze DirectMarketing Graphs Utiities Add-ons Window Help

A Reports » ==
| & [ = 2 W =Sl
S Descriptive Statistics »
Tables >
J Concentration | Tot Compare Means > i
ar var ar
General LinearModel
0 Generalized Linear Models
5
Wixed Models »
10
Correlate »
20
40 Regression * | [E Automatic Linear Modeling.
a0 Loglinear » Linar,
>
160 NErE S Gurve Estimation
Classif »
320 W Partal Least Squares.
Dimension Reduction » o
Binary Logistic.
Scale » T
Nonparametic Tests R |l Multinomial Logistic.
Forecasting y | Eorgnal
Sunvival » | B probit
Muttiple Response b | E Nonlinear.
Missing Value Analysis. [ weight Estimation.
Muttiple Imputation » 2-Stage Least Squares.
U unes b Optimal Scaling (CATREG),
Quality Control »
ROC Curve. 269
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Probit analysis in SPSS

[ Then set your number

responded column as the £ Probit Analysis =)

“‘Response Frequency”, the total .
number per container as the ) Sy 2

“Total Observed”, and the =
concentrations as the o

“Covariates”. - |
[ Don't forget to select the log
base 10 to transform your Cosralets)

concentrations.

Transform: |Logbase10 ~

Model

m  Click the OK button in the Probit ©Froan O eat
Analysis dialog box to run the

analysis.

[ The output will be displayed in a
new SPSS Viewer window.
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LCs, = 36.624 mg/L
with 95 %
confidence interval
of 27.539 — 48.823

Confidence Limits

95% Confidence Limits for Cancentration of 95% Confidence Limits for log(Concentration of
pesticide mall pesticids mgil)?
Probabiiy | Estimate | LowerBound | UpperBound | Estimate | LowerBound | Upper Bound
PROBIT 010 3522 [EH 607 547 151 786
020 4635 2.047 7.636 666 3 883
030 5516 2583 8.807 742 M2 945
040 6.288 2075 9.810 798 488 992
050 6.994 354 10715 845 549 1030
060 7658 3.993 11555 B84 601 1.063
oro 8292 4.434 12349 919 647 1.002
oeo 8904 4.869 13109 950 887 1118
090 9.499 5.301 13845 978 72 1141
100 10.082 5730 14562 1.004 758 1163
150 12,904 7.889 17.998 ARAE 897 1.255
200 16.699 10130 21.389 1.196 1.006 1.330
250 18575 12,503 24901 1.269 1.007 1.396
300 21,604 15.043 28.659 1335 1477 1457
350 24850 17.783 32761 1.395 1.250 1516
400 28.381 20.752 37.400 1.453 1317 1573
450 32273 23.980 42678 1.509 1.380 1.630
500 36624 27.539 48,62 564 1440 1689 [
550 11562 31469 56112 T819 1458 1749
600 47.262 35871 64.934 1.675 1.555 1812
650 53977 40.884 75856 1732 1612 1.880
700 £2.087 46.720 80752 1.793 1.670 1953
750 72212 53724 108,082 1,850 1730 2034
800 85.442 62.498 131502 1.932 1796 2425
850 103.951 74220 171.530 2017 1.871 2234
900 133.030 91.682 236.304 2124 1.862 2373
910 141,208 96.420 255,491 2150 1,984 2407
920 150651 101.820 278447 2178 2008 2444
930 161.766 108.080 305.477 2208 2034 2485
940 176161 116,464 339.285 2243 2063 2631
950 191.774 124530 382562 2283 2008 2583
960 212330 135,999 440,609 2220 2434 2644
970 243480 151477 524.661 2386 2480 2720
980 289.422 174.682 662.056 2,462 2242 2821
990 380.797 218.382 956.548 2.681 2.339 2981
a Logarithm base = 10.
271

NON PARAMETRIC

STATISTICS
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Chi-Square Test for
Association using
SPSS

s
Chi-square statistic

m Two non-parametric hypothesis tests
using the chi-square statistic:

the chi-square test for goodness of fit
and

m Goodness of fit refers to how close the observed
data are to those predicted from a hypothesis

the chi-square test for independence
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" JEE
Chi-Square Test for Association using
SPSS

The chi-square test for independence, also called
Pearson's chi-square test or the chi-square test of
association, is used to discover if there is a
relationship between two categorical variables.

Assumptions:

Assumption #1: Your two variables should be measured at an ordinal or nominal
level (i.e., categorical data).

Assumption #2: Your two variable should consist of two or more categorical,
independent groups. Example independent variables that meet this criterion
include gender (2 groups: Males and Females), profession (e.g., 5 groups: surgeon,

doctor, nurse, dentist, therapist), and so forth.
275

Example:

An educator would like to know whether gender
(male/female) is associated with the preferred
type of learning medium (online vs. books). We
have two nominal variables: Gender (male/female)
and Preferred Learning Medium (online/books).
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In SPSS enter the two variables gender and learning medium

Gender in one column ( code for male 1 & female 2) &
Preferred_Learning_Medium in another column (code for online 1 and books 2)

Click Analyze > Descriptives Statistics >
menu, as shown below:

@ Chi-sguare test of association.sav [DataSet6] -
File Edit View Data Transform Analyze Graphs Uliliies Add-ons Window Help
=] H‘ LQJ e Reports 4 k M R !
o = Descriplive Statistics ~ » t
L [ Frequencies =
‘22 Preferred_Learnin ‘ Compare Means 3 EDsscnmlves -
Gender || Preferred L General Linear Model 13 A, Explore.. | va
1 Male Generalized Linear Modelsh
[3H Crosstabs..
2 Male Mized Models 3 M Ra %
atio...
3 Male Correlate 3 -
B-PPlots..
4 Male Regression 3 Ee
5 Male cr N [ a-aPlots
B Male Classify »
7 Mal
= Dimension Reduction »
8 Male
Scale »
5 Male
MNonparametric Tests 3
10 Male ; : 3
orecastin
11 Mals b
12 Mals Survival L3
13 Male Multiple Response 13
14 Male % Simulation
15 Male Quality Control 3
16 Male ROC Curve
a7 Mals

Crosstabs... on the top
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"

Row(s)

iz=] Crosstabs B & Crosstabs
Gender
& Preferred_Learning_Wed \—‘
Format ..
Column(s);

|| Display clustered bar charts
[] Suppress tables

Column(s):

eferred_Learning_M.

Layer 1 of 1

[] Display clustered bar charts

[] Suppress tables

(o o) e e i

&> Gender -
—

Transfer one of the variables into the Row(s): box and the other variable into the

Column(s): box. In our example, we will transfer the Gender variable into the
Row(s): box and Preferred_Learning_Medium into the Column(s): box.

Then Click Statistics Button.
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Click Statistics Button.

'Chi-square i Correlations

Mominal Ordinal
Caontingency coefficient Gamma
Phi and Cramers v Somers'd Select the Chi-square and Phi and
Lambda Kendal's tau-h Cramer's V options, as shown below:
Uncertainty coefficient Kendall's tau-c

[N

rMominal by Interval
Eta

Risk Chi-square Correlations
McNemar
MNominal Ordinal———

Cochran’s and Mantel-Haenszel statistics
Test common odds ratio equals: |4

(contnue | cance || e

Bamma
Somers'd

Lambda
Uncertainty coefficient

Kendall's tau-b

Kendall's tau-c

rNominal by Interval
Eta

Kappa
Risk
McNemar

Cochran's and Mantel-Haenszel statistics
Testcommon odds ratio equals: |q

Click the Continue Button. @@E

279

Click the Cells Button .

Count rztest

Compare column proportions

=
& Preferred_Leaming_Med... m

. Adjust p-values (Bonferroni method)

(fomat. |
Q Lessthan =

Column(s): Hide small counts

rLayer1of1 R

Previous Next

Standardized
Adjusted standardized

Total

rMNoninteger Weight:

© Round cell counts ~ © Round case weights
("] Display clustered bar charts

B © Truncate cell counts © Truncate case weights
("] Suppress tables

© Mo adjustments

(contiwe [ Gancet | eto
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Select Observed from the — Counts — area, and Row, Column
and Total from the — Percentages— area, as shown below:

] Crosstabs: Cell Display EY
Count 2test Then Click the Format Button.
[+ Obseved [] Compare column proportions
Expected B Adjust pvalues (Bo
Lze - t Crosstabs
[ Hide small counts
&> Gender
rPercentages R E
[+ Row [] Unstandardized Format...
Column [] standardized Column(s):
@iotal ............!| | [0 Adiusted standardized i, Prefered_Leaming ...
r Noninteger Weight:
Layer 1 of1
@ Round cell counts Round case weights
Truncate cell counts © Truncate case weights
No adjustments
-
I[Coﬂﬂnuel[ Cancel ” Help ]
Dis
Click the Continue Button. [ Display clustered bar charts
[”] Suppress tables
OK | Paste Reset | Cancel Help
281
"
ta Crosstabs “

2 Crosstabs: Table Format

Row Order

© Descending

ioanhnuei[ Cancel ” Help W

This option allows you to change the order
of the values to either ascending or
descending.

Once you have made your choice, click the
Continue Button.

Click the OK button to generate your

output.

Row(s).
&) Gender

Columnis)

referred_Leaming_

Layer 1 of 1

[7] Display clustered bar charts
[] Suppress tables

(Lo e (meset ) concr e )
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The Crosstabulation Table (Gender*Preferred Learning Medium
Crosstabulation)

Gender * Preferred Learning Medium Crosstabulation

Preferred Learning Medium
Books Cnline Total
Gender  Male Count 16 24 40
% within Gender 40.0% 60.0% 100.0%
Ebelévrnnr?hnglugf;rur}end 55.2% | 471% 50.0%
% of Total 200% 30.0% 50.0%
Female  Count 13 27 40
% within Gender 325% B75% 100.0%
% within Preferred 44.8% | 52.9% 50.0%
Learning Medium
% of Total 16.3% 3348% 50.0%
Total Count 28 51 a0
% within Gender 363% 638% 100.0%
% within Preferred 100.0% 100.0% 100.0%
Learning Medium
% of Total 36.3% 63.8% 100.0%

This table tells you both males and females prefer to learn using
online materials versus books.

283

Chi-Square Tests

Asymp. Big Exact Sig. (2- Exact Sig. (1-
value of (2-sided) sided) sided)
Pearson Chi-Square 4872 .4e5 )
Caontinuity Carraction® al:] B42
Likelihood Ratin 487 485
Fisher's Exact Test .4z 3
Linear-by-Linear 481 488
Assaciation
M of Valid Cases 80

a. 0 cells (0%) have expected count less than 5. The minimum expected countis 14.50

b. Computed only for a 22 table

Results of the "Pearson Chi-Square" row. We can see

here that x(1) = 0.487, p = .485. This tells that there is no
statistically significant association between Gender and

Preferred Learning Medium; that is, both Males and
Females equally prefer online learning versus books.
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Symmetric Measures

Value Approx. Sig
Mominal by Marninal — Phi ove 485
Cramer's ¥ (g} 485

M ofValid Cases

a0

Phi and Cramer's V are both tests of the strength of association. We

can see that the strength of association between the variables is
very weak.

Bar Chart

. Preferred
30 Leaming
WMedium

WBooks
Eonine

Count

The clustered bar chart produced and
highlights the group categories and the
frequency of counts in these groups.

Gender

285

Chi-Square

Goodness-of-Fit Test
In SPSS
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Chi-Square Goodness-of-Fit Test

» The chi-square goodness-of-fit test is a single-sample
nonparametric test, also referred to as the one-sample
goodness-of-fit test or Pearson's chi-square
goodness-of-fit test.

* Itis used to determine whether the distribution of cases
(e.g., participants) in a single categorical variable (e.g.,
"gender", consisting of two groups: "males" and "females")
follows a known or hypothesised distribution

287

"
Chi-Square Goodness-of-Fit Test in SPSS

m  Suppose we wish to test the null hypothesis that Dr. Suresh gives
equal numbers of A’s, B’s, C’s, D’s, and F’s as final grades in his
Bioinformatics classes.

m The observed frequencies are: A: 6, B: 24, C:50, D: 10, F:10.
m The data are entered into SPSS like this:

m  HO: Null hypothesis that the counts are uniformly distributed across
the categories

m Ha: The counts are not equal

Untitled - SPSS Data ... [ |[E]X] Value Labels

File Edit View Data Transform Analyze )
Graphs  Utilities  Add-ons  Window  Help Val Label
ECEEREEECE | e 4
B : Grade Walue: Cancel
Grade | Count]  wvar | wer | u Walue Label: |

1 4 43 :‘ Help

2 a2 l:l n="F" ~

E] 2 a0 1="D"

4 1 10 2="C"

5 o 1o 3="p"

B ] 4="pn g

7
<[+ [\Data view £ Variable View / Uﬂ 288

144



|
'éhi Square SPSS Data Input

Table 13-1 {1 x 5) Chi Square - SPSS Data Editor

File Edit Wiew C[ata Transform Analyze Graphs  Utiities  Add-ons  ‘Window Help

e EEEE AR EEER SR

MName Type Width | Decimals Label ‘alues Missing Columns Align Measure
1| Grades Mumeric &} 2 {1.00, Ak, [ ]Mane g Right MNorminal
2
3 Value Labels E|2(_| f
o Value Labels oK
b Value: —I )

7 Vehag Lt | Cancel | y |
B H ¥y
) e g — 4
10 2= ”
11 3="8"
12 4="A" %
13 I
14 \ | | \ I
r I Level of measurement is Nominal

| Enter Value Labels |

289
"
Chi-Square Goodness-of-Fit
Test in SPSS
m Now tell SPSS to weight the cases by
Count. Click Data, Weight Cases,
Weight Cases By Count.
Kl [ = veight Casex
Smai el [T (g
; Grads; Cnu;% var CETI P ooy e —— %l
4 : Eﬂata VIZW!\ZHEI‘.\IEV\EWI I M OK
290

145



[){Untitled - SPSS Data Editor

Fie Edt View Data Transform [GUENGEN Graphs Uiities Add-ons Window Help
o - == Reports , ‘
TR Tl o P 1 |
[ [ Tables »
ar var_| CompareMeans Pl ovar [ var var var var | var var var | var var var | var var
7 Wodel b
= Hised Miodels »
= Contelate .
Regression .
— Loginear »
5 ClassiFy »
3 Data Reduction v
7 scale »
5
3 Time Series 0 ™ o
— o "o Chi-Square Test
= Ml Response b Sample K-S,
- Missing Value Analysis. 2 Independent Samples @ Count TestWariable List: oK

2 Complex Sanples »| K indspendent Sanples... —m—e
13 2 Related Samples... Past
T4 K Related Samples.. Laste

iE]
| Expected Aangs i~ Expected Yalugs ﬂl

— @ Get from data @ &l categories equal

" Usa specified range " Values
Lower Add

7 Upper Lhange

Figmoys

Click Analyze, Nonparametric Tests, Chi-square. Move the Grade into the Test
Variable List. By default SPSS will use all categories and will test the hypothesis that
the counts are, in the population, uniformly distributed across categories.

Click OK

| \pata view A Variable view /.

Chi-Square
14 start 2 how to make print scr. .. T Learn howtomake ... | G New Micr

Grade

Observed N_| Expected N | Residual
F 10 20.0 -100
D 10 20.0 -10.0
Cc 50 20.0 30.0
B 24 20.0 4.0
A 6 20.0 -14.0
Total 100

Test Statistics

Grade
Chi-Square? 65.600
df 4
Asymp. Sig. .000

a. 0 cells (.0%) have expected frequencies less than
5. The minimum expected cell frequency is 20.0.

We reject the null hypothesis that the counts are uniformly distributed across
the categories, 32(4, N = 100) = 65.60 p < .001.
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Mann-Whitney Test
In SPSS

" JE
Mann-Whitney U test

m The Mann-Whitney U test is used to compare
differences between two independent groups
when the dependent variable is either ordinal or
continuous, but not normally distributed.

For example, you could use the Mann-Whitney U test
to understand whether salaries, measured on a
continuous scale, differed based on educational level
(i.e., your dependent variable would be "salary" and
your independent variable would be "educational
level”, which has two groups: "high school" and
"university").
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Assumptions

m  Assumption #1: Your dependent variable should be measured at the ordinal
or continuous level. Examples of ordinal variables include Likert items (e.g., a
7-point scale from "strongly agree" through to "strongly disagree"). Examples of
continuous variables include revision time (measured in hours),exam
performance (measured from 0 to 100), weight (measured in kg).

m  Assumption #2: Your independent variable should consist of two
categorical, independent groups. Example gender (2 groups: male or female),
employment status (2 groups: employed or unemployed), smoker (2 groups: yes
or no), and so forth.

m Assumption #3: Independence of observations, which means that
there is no relationship between the observations in each group or
between the groups themselves.

For example, there must be different participants in each group with no
participant being in more than one group.

m Assumption #4: A Mann-Whitney U test can be used when your two
variables are not normally distributed

295

g —
Example

» The concentration of cholesterol in the blood is associated with the risk of
developing heart disease, such that higher concentrations of cholesterol
indicate a higher level of risk, and lower concentrations indicate a lower
level of risk.

= If you lower the concentration of cholesterol in the blood, your risk for
developing heart disease can be reduced. Being overweight and/or
physically inactive increases the concentration of cholesterol in your
blood. Both exercise and weight loss can reduce cholesterol
concentration. However, it is not known whether exercise or weight loss is
best for lowering cholesterol concentration.

= Therefore, a researcher decided to investigate whether an exercise or
weight loss intervention was more effective in lowering cholesterol levels.
The researcher recruited a random sample of inactive males that
were classified as overweight. This sample was then randomly split into
two groups: Group 1 underwent a calorie-controlled diet (i.e., the
'diet’ group) and Group 2 undertook an exercise-training programme
(i.e., the 'exercise' group).

= In order to determine which treatment programme was more effective,
cholesterol concentrations were compared between the two groups at the
end of the treatment programmes.
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Mann-Whitney U test

In SPSS Statistics, enter the scores for cholesterol

concentration, our dependent variable, under the

variable name Cholesterol.

Next, create a grouping variable, called Group,

which represented our independent variable.

Since our independent variable had two groups -

'diet' and 'exercise' — Give the diet group a value

of "1" and the exercise group a value of "2".

297
| 12 12b. Marwhitney U test Cholesteral concenterat
File Edit View Dala Transform Analjze DirectMarkeling Graphs Ulities Add-ons Window Help File Ect View Data Transform Anzize
= - — N o
S D e BLIHBERLE Q' SHSE o

Name Type Width | Decimals Label Values Missing | Columns ]
1 Group Numeric 8 2 Treatment {1.00, Diet .. None 8 = | [ Gop [ croksen
2 Cholesterol  Numeric 8 3 Cholesterol con.. None HNone 8 = : o 0
5 2 100 6.000
3 100 6580
4 13 Value Labels == 1 00 5250
5 5 100 5420
6 Value Labels B ) 5000
7 e[| 7 0 s
F) Label ‘ ‘ 8 100 6130
q 9 100 6.180
1.00="Diet Group™ 1 100 7260
1:] 2.00="Exercise group” 1 100 6540
12 1.00 6520
ik 13 1.00 6230
H " 62
L] [ o GdE
15 16 100 6.890
% n o wsmw
7 18 s
18 19 100 5780
0 100 5900
i 200 7230
2 200 6.800
23 200 5800
2 200 5900
2% 200 5750
2% 200 5685
xa 200 5925
2 200 582

E W s 208

k] 200 5550
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Mann Whitney U T

Ty
Analyze  Graphs

Utilties  Add-ons  Window  Help

| Reports 3 E [a] ‘
- Descriptive Statistics 3 ﬂ |_1]‘0 \-@
i Compare Weans 3
General Linear Model ~ » &r ” var || var H var || var H var ||
. Generalized Linear Modelsh
i Mixed Models »
- Caorrelate 3
- Regression 3
' Loglinear y
: Classify 3
- Dimension Reduction
Scale 3
:' Monparametric Tests [ A One Sample.
" Forecasfing " | M independent Samples..
i Sl 0 A Related Samples.
Multiple R 3
i S DRI Legacy Dialogs P | [ chi-square...
F simulation.. =
- [ Binomial...
1 Quality Control 3 -
i ROC Curve I Runs.
00 B 1-sample K-S.
100 [ 2 Independent Samples.. l}
00 [ K Independent Samples...
100 [i] 2 Related Samples.
00 K Related Samples...
.00
299
" N
Two-Independent-Samples Tests [ x|
TestVariable List:
& Group
& Cholesterol .
Grouping Variable:
Define Groups...
Test Type
[ Mann-Whitney U [] Kolmogarov-Smimov Z
[] Moses extreme reactions [] Wald-Walfowitz runs
| o0 ] pace | Reset]|cancel]| Hep |
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Moses extreme reactions [] Wald-Wolfowitz runs

Grouping Variable:
|Group(2 2)

Test Type

Mann-Whitney U Kolmogorav-Smimov Z

() o ) ) )

Group 1: D
Group 2: |:|
Continue HE

Group 1:

Group 2: D
(Gontne] _carcr |_retp |

301

rMissing Values

® Exclude cases test-by-test

O Exclude cases listwise

Test Variable List:

o

Groupmg Variable:

ﬁ

Test Type

Mann-Whitney U

Moses extreme reactions || Wald-Wolfowitz runs

Kolmogorov-Smirnoy 2

Lok st ] Rose | comce 1 |
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Descriptive Statistics
Percentiles
Mean Std. Deviation | Minimum | Maximum 24th A0th (Median) T4ih
Cholesteral a0 5.9700 48368 5.20 7.7 5.6250 5.9000 £.2000
Concentration
Group 40 140 il 1 2 1.00 140 200
Mann-Whitney Test
Ranks
Graup Mean Rank | Sum of Ranks
Cholesterol Digt 20 25.00 400.00
Concentration
Exercice 20 16.00 320,00
Total 40
303
|
Test Statistics®
Cholesteral
Cancentration
Mann-Whitney U 110.000
‘Wilcaxan W 320.000
Z -2.446
Asymp. Sig. (2-tailed) 014 ]
Exact Sig. [2°(1-tailed 142
Sig

a. Mot corrected for ties.

b. Grouping Variahle: Group

Interpretation:
It can be concluded that cholesterol concentration in
the diet group was statistically significantly higher
than the exercise group (U = 110, p = .014).
Depending on the size of your groups
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Ilcoxon Signed Rank
Test —two related
samples

Wilcoxon signed-ranks test

m The Wilcoxon signed-rank test is the
nonparametric test equivalent to the dependent t-
test (paired sample t test)

m Wilcoxon signed-rank test does not assume
normality in the data, it can be used when this
assumption has been violated and the use of the
dependent t-test is inappropriate.

m Itis used to compare two sets of scores that
come from the same participants

m To test difference between paired data
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Wilcoxon signed-ranks test -

Assumptions

Assumption #1: Dependent variable should be measured at
the ordinal or continuous level.

Assumption #2: Independent variable should consist of two
categorical, "related groups” or "matched pairs". "Related
groups" indicates that the same subjects are present in both
groups. Same subjects in each group is because each subject
has been measured on two occasions on the same dependent
variable.

Assumption #3: The distribution of the differences
between the two related groups needs to be symmetrical in
shape

307

"
Wilcoxon Signed Rank Test —two
related samples — paired samples

Resting Energy Expenditure (REE) for
Patient with Cystic Fibrosis

m A researcher believes that patients with
cystic fibrosis (CF) expend greater energy
during resting than those without CF.

m To obtain a fair comparison matched 13
patients with CF to 13 patients without CF.
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Example: Wilcoxon Signed Rank Test

File Edt View Data Transform Analize DirectMarketing Graphs Utiities Add-ons Window Help

SR~ #HLF H B w10 ® =)

I Name H Type H Width ‘l Decimals || Label H Values ‘l Missing H Columns H Align ‘l Measure H Role
1 CF MNumeric 8 2 Resting Energy... None None 8 Right & Scale ™ Input
2 Healthy Numeric 8 2 Resting Energy._. None None 8 Right & Scale “ Input
e —
L O S —_
File Edit View Data Transform Analyze Dir
=N O [
HE 0 v w &
—_— o 1
243 Gotc
CF Healthy var
1 1153.00 996.00
2 1132.00 1080.00
3 1165.00 1182.00
4 1460.00 1452.00
5 1634.00 1162.00
| 6 1493.00 1619.00
7 1358.00 1140.00
8 1453.00 1123.00
9 1185.00 1113.00
10 1824.00 1463.00
" 1793.00 1632.00
12 1930.00 1614.00
13 2075.00 1836.00
14 309
" N
File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Addons Window Help
=N it Reports 3 B i (a] Al
; =) - & 2% %
— H = Descriptive Statistics 13 m é |ﬂ!~ﬂ
24: | Tables 3
| CF || Healthy Compare Means 3 || var || var H var H var || var H
1 1163.00 996. General Linear Model 4
2 1132.00 1080. Generalized Linear Models »
3 1165.00 1182, Mixed Models »
4 146000 4520 oo 5
5 1634.00 1162. Regression 5
6 1493.00 1619, N
Laoglinear 3
i 1356.00 1140. Meural Networks 3
8 1453.00 1123, ’
Classify »
3 1185.00 1113,
Dimension Reduction 3
1824.00 1463. scal N
179300 1632 2=
1930.00 1614, Monparametric Tests 3 A One Sample
2075.00 1836. FeEesy P M\ Independent Samples..
Lol b A Related Samples..
i — ' Legacy Dialogs r Chi-square...
@Mlssmg Value Analysis.. T
§ [Z2] Binomial...
Multiple Imputation 3
Complex Samples » mﬂuns
19 Quality Control 3 1-Sample K-S.
20 RDC Curve [ 2 Independent Samples...
21 iglndependem Samples..
22 [i] 2 Related Samples
83 | [ K Related Samples
24
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u Two-Related-Samples Tests

Test Pairs:
& Resting Energy Exp... Pair Variable1 Variable2
: 1 Rest Rest 1
& Resting Energy Exp esting .. esting ...
2
++
Test Type
[ wilcoxon
[7] sign
|~ McNemar
[~] Marginal Homogeneity
(Lox_) (paste | (Reset (cancet] _ieip
i
311
"
Ranks
il Mean Rank | Sum of Ranks
Resting Eneray Megative Ranks 1 7.64 a84.00
Expenditure (REE) for
MORMAL Patient - Positive Ranks 20 3.50 7.00
Resting Energy ) B
Expenditurs (REE) for Ties 0
Patient with Cystic
Fibrasis Total 13
a. Resting Energy Expenditure (REE) for NORMAL Patient < Resting Energy
Expenditure (REE) for Patient with Cystic Fibrosis
h. Resting Energy Expenditure (REE) for NORMAL Patient » Resting Energy
Expenditure (REE) for Patient with Cystic Fibrosis
¢. Resting Energy Expenditure (REE) for NORMAL Patient= Resting Energy
Expenditure (REE) far Patient with Gystic Fibrosis
Test Statistics®
Resting
Energy
Expenditure
(REE) for
MNORMAL
Patient -
Resting
Energy
Expenditure
(REE) for
Patient with
Cystic
Fihrosis
Fa b
Asymp. Sig. (2-tailed) ﬁ]
a. Wilcoxon Signed Ranks Test
h.Based it ks.
ased on positive ranks 312
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Example

= Aresearcher is interested in finding methods to reduce lower back
pain in individuals without having to use drugs.
= The researcher thinks that having acupuncture in the lower back
might reduce back pain.
= To investigate this, the researcher recruits 25 participants to their
study. At the beginning of the study, the researcher asks the
participants to rate their back pain on a scale of 1 to 10, with 10
indicating the greatest level of pain.
= After 4 weeks of twice weekly acupuncture, the participants are asked
again to indicate their level of back pain on a scale of 1 to 10, with 10
indicating the greatest level of pain.

= The researcher wishes to understand whether the participants' pain

levels changed after they had undergone the acupuncture, so a
Wilcoxon signed-rank test is run.

313
" JE
it Wilcoxon signed-rank test.sav [DataSet7] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze Graphs Ulilites Add-ons Window Help
=5 JEL, - Reports » Kb (Al
% - L'_'J — Dgicnptive Statistics » E ﬂﬁ ﬁ @ % u_\ j ﬂqu ¢")
29 : Pain_Score_Pre Compare WMeans S
Pain_Score_Pre | Pair| General Linear Model P var var var var var
1 Generalized Linear Models»
2 Mixed Madels »
3 Correlate 3
4 Regression »
5 Loglinear »
£ Classify »
I Dimension Reduction »
f Scale »
190 MNonparametric Tests 2 A One Sample.
11 Forecasing 4 M Independent Samples...
12 groal ' A Related Samples..
13 Multiple Response 3 [\ ﬂ Er—
14 % Simulation.. -
15 Quality Control » DA Binormial.
16 [ rRoC Cure... 0 Buns..
7 [ 1-Sample K-8.
18 [ 2 Independent Samples...
19 gﬁlndependem Samples...
20 [i] 2 Related Samples
21 [ K Related Samples
22
314
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Test Pairs:

\d Pain_Score_Pre | Pair |Variab|e1 ‘ Variable2 ‘ E
1

d Pain_Score_Post

r Test Type
Wilcoxon

. Marginal Homogeneity

o et cancal] s |

[’ ¥/ Descriptive (¥ Quartiles |

Test Pairs:
ol Pain_Score_Pre Pair \\n‘aliahlm | i
1 gl Pain_sc... gif Pain_Sc
2
~Missing Values——————— g
® Exclude cases test-by-test
© Exclude cases listwise

(e [t e

Wilcoxon

. Marginal Homogeneity

=) (LK J (paste ] (moset (conen] e | 315

Test Pairs:
,{I Pain_Score_Pre Pair ‘Variablel |\|‘aliah|ez
1 gl Pain_sc.. gl Pain_sc..

g 2

rTest Type
Wilcoxon
Sign
McNemar

. Marginal Homogeneity

) (o) (easte ) (mest) (o] _ro |
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Descriptive Statistics
Fercentiles
M Mean Std. Deviation | Minimum | Maximurm 24th 50th (Median) 74th
Pain_Score_Pre 25 5.4400 1.781349 2.00 9.00 4.0000 5.0000 6.5000
Fain_Score_Post 25 5.1600 1.57268 2.00 g.00 4.0000 5.0000 6.0000
Ranks
] Mean Rank | Surm of Ranks
Pain_Score_Post- Megative Ranks 114 a.00 as.00
Pain_Store_Pre Positive Ranks 4 800 3200
Ties 10
Total 15

a. Pain_Score_Paost = Pain_Score_Pre
b. Pain_Score_Post = Pain_Score_Pre

c. Pain_Scaore_Post= Pain_Score_Pre

Test Statistics®
. The results showed that a 4 week,
Pa”i':.—ni'if're— twice weekly acupuncture treatment
Pain_Score_ course did not reduce a statistically
Fre significant change in lower back pain
z -1.8074 in individuals with existing lower back
Asymp. Sig. (-tailed) 71 pain (Z = -1.807, p = 0.071). The,

median Pain Score rating is 5.0 in
both pre- and post-treatment.
b. Wilcoxon Signed Ranks Test 317

a. Based an positive ranks.

McNemar’s test using
SPSS

159



McNemar’s test using SPSS

m This test is used to determine if there are
differences on a dichotomous
dependent variable between two related
groups.

m [t can be considered to be similar to the
paired-samples t-test, but for a
dichotomous rather than a continuous
dependent variable

319

" JE
Assumptions

m Assumption #1: Will have one categorical dependent variable with
two categories (i.e., a dichotomous variable) and one categorical
independent variable with two related groups. Examples of
dichotomous variables include exam performance (two groups: "pass"
and "fail"), preferred choice of cereal brand (two groups: "brand A" and
"brand B")

m Assumption #2: The two groups of your dependent variable must be
mutually exclusive. This means that no groups can overlap. In other
words, a participant can only be in one of the two groups; they cannot be
in both groups at the same time.

m Assumption #3: The cases (e.g., participants) are a random sample
from the population of interest.
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Example

m A researcher wanted to investigate the impact of an
intervention on smoking. In this study, 50 participants
were recruited to take part, consisting of 25 smokers and
25 non-smokers.

m All participants watched an emotive video showing the
impact of health, consequences and deaths from
smoking-related cancers had on families. After four weeks
after this video intervention, the same participants were
asked whether they remained smokers or non-smokers.

m Therefore, participants were categorized as being either
smokers or non-smokers before the intervention and then
re-assessed as either smokers or non-smokers after the

intervention.
321

File Edit View Data Transform Analyze DirectMarketing Graphs Utiliies Add-ons Window Help

SHHE e B2 M EKE ELNE 0100 %

Name Type Width | Decimals Label Values

1 Before Numeric 8 2 Smoking of participants before interventional video {.00, Nesmo... N¢
2 After Numeric 8 2 Smoking of participants after 4 weeks of interventional video {.00, Mosmo... Mc
=

4

- "@ Value Labels @ 3
6

7 Value Labels |
8 Value: Spelling...

Label: |Nosmoker5 |
10

11 .00 ="Mosmokers”

12 1.00 ="Smokers”
13

L

15

16

18 \
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McNemar test.sav [DataSet5] - IBM SPSS Statistics C

File Edit Wiew Data Transform Analyze Graphs Utilities Addons Window Help

i g - Reports B n
ﬁ E;j ‘-‘ Descriptive Statistics 3 :l
‘54 ‘ Compare Means 3
| Before H After General Linear Model » Br ” var H var ” var || var || var ” i
1 Mon-Smaker | Mon-Smok Generalized Linear Modelsh
2 Non-Smaoker | Man-Smok Mixed Models b
3 MNon-Smoker Mon-Smok Correlate b
4 MNon-Smoker  Non-Smok Regression N
5 Non-Smoker  Mon-Smok Loglinear »
6 Non-Smoker  MNon-Smok Classity N
U Non-Smoker | Non-Smak Dimension Reduction 3
8 Non-Smaoker | Mon-Smok
9 MNon-Smoker  MNon-Smok ok '
10 Non-Smaoker | Man-Smok Nonparametric Tests " () EEEEE
11 Mon-Smoker  Non-Smok Forecasting " | ndependent szmples
12 Non-Smoker  Non-Smok Sunival 4 & Related Samples
13 MNon-Smoker  Mon-Smok R ReesE L Legacy Dialogs L3 Chi-square
14 Non-Smoker  MNon-Smok & simulation = ; ial
15 Non-Smoker  Non-Smok Quality Centrol 4 & Bnomia
16 Non-Smoker | Non-Smok ROC Curve I Runs
17 Mon-Smoker | Non-Smoker Il 1-5ample k-5
18 Mon-Smoker | Non-Smoker 8] 2 Ingependent samples
19 Mon-Smoker | Man-Smoker [ K Indspendent Samples
20 Non-Smoker  Mon-Smoker [i] 2 Related Samples...
pal Non-Smoker | Man-Smoker I K Related Samples...
22 MNon-Smoker  MNon-Smoker
na [ S Ty S,

323

Individual scores for each participant

Total count data (frequencies)

File Edit View Data Transform Analyze Grap File Edit View Data Transform Analyze Graphs
; =) e =1 1= e if
| 21 Before
| Before || After " var " | Before ” After " Freq ”

1 Non-Smoker MNon-Smoker 1 Non-Smoker  Non-Smoker 20

2 Non-Smoker  MNon-Smoker 2 Non-Smoker . Smoker 5

3 Non-Smoker MNon-Smoker 3 Smoker  Non-Smoker 16

4 Non-Smoker  MNon-Smoker 4 Smoker Smoker 9

5 Non-Smoker MNon-Smoker 5

6 Non-Smoker  MNon-Smoker 6

7 Non-Smoker MNon-Smoker 7

8 Non-Smoker  Mon-Smoker 8

) Non-Smoker  Mon-Smoker 9

10 Non-Smoker  Mon-Smoker an

1 Non-Smoker  Mon-Smoker

12 Non-Smoker  Mon-Smoker

13 Non-Smoker  Mon-Smoker

14 Non-Smoker  Mon-Smoker

15 Non-Smoker  Mon-Smoker

A Meam Comnnlene  Blam Canalear
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ta Two-Related-Samples Tests
Test Pairs -
= Options...
& Befare Pair ‘Variahl&n |\Iariab\92 | -
&b Ater 1
-
Test Type
[ wilcoxon
[ sign
[] McNemar
=]
] Two-Related-Samples Tests “
Test Pairs:
= Options.
% Before Pair Variablel Variable2
& After 1 Before After
2
v
&)
Test Type
[C] wilcoxon
[ sign
EI:Mchma[
=) 325

Before & After
After
Befare Non-Smoker | Smoker
Mon-Smoker 20 5
Smoker 16 g
Test Statistics®
Before & After
N 50

Exact Sig. (2-tailed)

027"

a. Mchlemar Test

h. Binomial distribution used.

Fifty participants were recruited to take part in an intervention designed to warn about
the dangers of smoking. An exact McNemar's test determined that there was a
statistically significant difference in the proportion of non-smokers pre- and post-

intervention, p =.027.
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Kruskal-Wallis H Test
using SPSS

"
Kruskal-Wallis H Test using SPSS

= The Kruskal-Wallis H test is a rank-based nonparametric test that can
be used to determine if there are statistically significant differences
between two or more groups of an independent variable on a
continuous or ordinal dependent variable.

= Itis considered the nonparametric alternative to the one-way ANOVA,
and an extension of the Mann-Whitney U test to allow the comparison of
more than two independent groups.

= Example, to understand whether exam performance, measured on a
continuous scale from 0-100, differed based on test anxiety levels (i.e.,
your dependent variable would be "exam performance” and your
independent variable would be "test anxiety level", which has three
independent groups: students with "low", "medium" and "high" test
anxiety levels).

328

164



" JEE
Assumptions

= Assumption #1: Dependent variable should be measured
at the ordinal or continuous level (i.e., interval or ratio).
= Assumption #2: Independent variable should consist of
two or more categorical, independent groups. Kruskal-
Wallis H test is used when you have three or more
categorical, independent groups.
Example physical activity level (e.g., four groups: sedentary,

low, moderate and high), profession (e.g., five groups: surgeon,
doctor, nurse, dentist, therapist),

= Assumption #3: You should have independence of
observations, which means that there is no relationship
between the observations in each group or between the
groups themselves.

329

" JE
Example

m A medical researcher has heard anecdotal evidence that certain
anti-depressive drugs can have the positive side effect of lowering
neurological pain in those individuals with chronic, neurological back pain,
when administered in doses lower than those prescribed for depression.

m  The medical researcher would like to investigate this anecdotal evidence
with a study. The researcher identifies 3 well-known, anti-depressive
drugs which might have this positive side effect, and labels them Drug A,
Drug B and Drug C.

m  The researcher then recruits a group of 60 individuals with a similar level
of back pain and randomly assigns them to one of three groups — Drug A,
Drug B or Drug C treatment groups — and prescribes the relevant drug for
a 4 week period. At the end of the 4 week period, the researcher asks the
participants to rate their back pain on a scale of 1 to 10, with 10 indicating
the greatest level of pain. The researcher wants to compare the levels
of pain experienced by the different groups at the end of the drug

treatment period.
330
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File Edit View Data Transform Analze Graphs Utilties

Add-ons  Window  Help

& Drug_Treatment_Gr...

{l Pain_Score Q

Q Grouping Variable:
Define Range.

Y

rTestTypa
Kruskal-Walis H
. Jonckheere-Terpstra

Median

[Bosa canct e |

SHOG ] >, JBETES
H Descriptive Siafistics 3 m
[31: Drug_Treament_.. | DR N
Drug_Treatment_Group General Lingar Model b | var ” var H var H var H var u var
1 Generalized Linear Modelsh
2 Mixed Models »
3 Comelate y
4 Regression 3
Z Loglinear 2
3 Classify y
U Dimension Reduction P
5 Scale )
1?] NonparametticTests — * | A one Sample
1 FEGEETL D A Independent Samples
12 Sunival | Related Samples.
13 MTPIERESPONSE P | ogacyDilogs Chi-square..
m BB simulation. =
15 Quality Contral » (@ ol
= Roccine ] Runs.
7 [ 1-Sample K-S..
18 i8] 2 Independent Samples
19 [l K Independent Samples.
20 1] 2 Related Samples.
2 | K Related Samples.
2 331
X
Test Variable List Test Variable List

I!—E

Grouping Variable:

W Drug_Treatment_Group...

rTestType
KruskalWallis H
B Jonckheere-Terpstra

Median

(Beset | Conl | e
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Range for Grouping Variable

Minimum:

Maximum:

Range for Grouping Variable

l:l Minimum:

I:I Maximurm:

o | | ) )

Test Variable List ﬁ

(Grouping Variable:
g Drug_Tveatmem_Gmp(H
rTest Type:

Kiuskal-Wallis H Median
. Jonckheere-Terpstra

ERE == T

333

Click options

Test Variable List W

£

Grouping Variable:

lgonCr:heere-Terpslra

~Missing Values

© Exclude cases test-by-test
TestType O Exclude cases listwise
Kruskal-WallsH ~ [7] Median

Descri Quartiles

o (gosn) [coen Ch )
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Kruskal-Wallis Test
Ranks
Cirug Treatment Group il hean Rank
Pain_Scaore Cirug A ] 3533
Drug B 20 3483
Drug C 20 2135
Tatal fil

Interpretation:

Test Staistics™ ° A Kruskal-Wallis test showed that there

. Pain_Scare was a statistically significant difference in
dcfh"squa'e 8-522 pain score between the different drug
Asyrip. Sig. 04 treatments, x?(2) = 8.520, p = 0.014, with

———— a mean rank pain score of 35.33 for Drug

h. Grouping Yariahle: A’ 34.83 for DruQ B and 21.35 for DruQ

Dirug Treatrment C.
Group

335

Friedman Test using
SPSS

168
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Friedman test

m The Friedman test is the non-parametric
alternative to the one-way ANOVA with
repeated measures.

It is used to test for differences between
groups when the dependent variable being
measured is ordinal.

It can also be used for continuous data that
has violated the assumptions necessary to
run the one-way ANOVA with repeated
measures

337
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Assumptions

m Assumption #1: One group that is measured
on three or more different occasions.

m Assumption #2: Group is a random sample
from the population.

m Assumption #3: Your dependent variable
should be measured at the ordinal or
continuous level.

m Assumption #4: Samples do NOT need to be
normally distributed.
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Example

m A researcher wants to examine whether music has an effect on the
perceived psychological effort required to perform an exercise session.

m The dependent variable is "perceived effort to perform exercise" and
the independent variable is "music type", which consists of three
groups: "no music", "classical music" and "dance music".

m To test whether music has an effect on the perceived psychological
effort required to perform an exercise session, the researcher recruited
12 runners who each ran three times on a treadmill for 30 minutes.

m For consistency, the treadmill speed was the same for all three runs. In
a random order, each subject ran: (a) listening to no music at all; (b)
listening to classical music; and (c) listening to dance music.

m At the end of each run, subjects were asked to record how hard the
running session felt on a scale of 1 to 10, with 1 being easy and 10
extremely hard

339

B
| none classical dance
1 8.00 8.00 7.00
2 7.00 6.00 6.00
3 6.00 8.00 6.00
4 8.00 9.00 7.00
5 5.00 8.00 5.00
6 9.00 7.00 7.00
[ 7.00 7.00 7.00
8 8.00 7.00 7.00
9 8.00 6.00 6.00
10 7.00 6.00 6.00
1" 7.00 8.00 6.00
12 9.00 9.00 6.00
43 340
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Click Analyze > Nonparametric Tests > Legacy Dialogs > K Related

Samples
File Edt View Data Transform Analze Graphs Utiities Add-ons Window Help
Reports » oealEs
%.@mr e Statistics ,Hﬂ@ %@]'ﬂ#Q‘
ﬁa' - none [ Compare Means »
none classical GeneralLinearModel  » far | var | var | var var | var |
| ] 8.00 8. Generalized Linear Modelsh
7.00 6. Mixed Models »
6.00 80 Comelate 5
8.00 9 Regression »
5.00 8 (i e N
9.00 1. Classity X
;:g ; Dimension Reduction  »
800 A -
700 6 Nonparametric Tests » A One Sample...
700 8 Forecasting * | A independent Samples...
9.00 9f Sl * | & Related samples...
® ::::ﬂ:;:wonu 5 Legacy Dialogs * | B chisquare..
Qualty Control x Binomial.
ROC Curve... I Runs..
B 1-samplek-S..
[ 21ndependent Samples...
[l K Independent Samples...
[&] 2 Related Samples...
[ K Related Samples... N

341

TestVariables: @ Test Variables:
il none ol none
ol classical ol classical
ol dance |l dance

(+) €2

Test Type Test Type
Friedman [| Kendall's W [] Cochran’s @ ’7 Friedman [] Kendalls W [] Gochran's Q ‘

(o] (st (e ) it (Lo J (ease ) mset [caner] ey |

Transfer the dependent Click Friedman
variables none, classical and Click Statistics
dance to the Test Variables:

Quartiles

(Contnue ) {_Cancet J[_elp |
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" JEE Ranks

B Tests for Several Related Samples Mean Rank

I:j?::::b‘e& none 238

gg'::;ﬁ‘ classical 217

dance 1.46

Test Statistics®
TestType M 3
[ Friedman || Kendall's W [_| Cochran’s Q.

w0 Peste | (geset ) (Gance | tep | Chi-Square 7600
df 2
Asymp. Sig. .02z

a. Friedman Test

We can see that there is an overall statistically significant difference between the
mean ranks of the related groups.

Reporting:

There was a statistically significant difference in perceived effort depending on
which type of music was listened to whilst running, x2(2) = 7.600, p = 0.0233

Reliability
Cronbach's Alpha (a)
using SPSS

172



Cronbach's Alpha (a) using SPSS

» Cronbach's alpha is the most common measure
of internal consistency ("reliability").

* It is most commonly used when you have multiple
Likert questions in a survey/questionnaire that
form a scale and you wish to determine if the
scale is reliable.

345

" JEE
Cronbach's Alpha (a) using SPSS

Example

A researcher has devised a nine-question questionnaire
to measure how safe people feel at work at an industrial
complex.

Each question was a 5-point Likert item from "strongly
disagree" to "strongly agree".
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Enter the results of the nine questions. Questions label as Qul through to

Quo.

Fle E® yew Du Jomiem gl Ciditn) Guhs Uiies Adhns  Wndow

b

SHé

el TETY FEEE ALY

Mame | Typs | Woith Domas Labal Vews | Missing | Counms | Aign [
1wt tumene 3 2 Nene. Nene: ] =Rt Uninown
7w tmere 8 2 Cr At oo
1w e 2 Mot Mee B Ehge oo
4 tme 8 2 Meos  Wew B |AgL Lnkoom
5 s Pumenc 1 2 Mene Nene: () o Right Unknown
[ Qs Bumene L] 2 Mene Nene 8 B Rght Uninown
LT tmere 8 : Moe W B RAgt  Unom
(T tmsie 2 Wos M B Ehge oo
1 ae e 8 2 Moo Mee D =ogt  Lnbom
o F BM it ——
; 0 Ve ek W} Fe £m vew Dan Tensom fape DiedManeing Graphs UGes AdGons Window Help
= B — = = om N =
L Vel Labels == E & % § Ford ‘
i v ) -Hé e E M §E=§ ﬂ""a E‘
% [P ——r— 08
' Q2 Q3 Qut s Quf Qi Qi Q3
‘ 10 100 10 100 100 10 100 10
?;, 200 10 10 20 100 20 200 10
El 100 100 10 30 100 20 200 10
z 10 10 100 400 10 200 20 20
= w20 o 1m0 I 10 2w
3 4n 200 20 40 200 n 300 20
500 200 20 500 200 3 300 3
0 m I 0 mn 100 10 I
400 30 n 40 3.0 10 100 n
500 300 n 500 300 20 200 400
10 100 10 100 100 20 200 400
200 10 100 200 10 200 20 40
i 100 10 m 100 n 300 L0
400 500 500 40 500 n 300 n
n 500 500 30 500 3 300 500
3 500 500 500 500 500 500 100 n 347
"
Click Analyze > Scale > Reliability Analysis... on the top menu,
as shown below:
Cronbach's alpha.sav [DataSet5] - IBM SPSS Statistics Data Editc
File Edit View Data Transform Analyze Graphs Utilities Add-ons Window Help
O F Reports 3
SHe @ e = i
H Descriptive Statistics 3
|:"1 Qui |5 Compare Means »
| Qu1 ” Qu2 General Linear Model » | Qub ” Qub || Qu7 || Qus ||
1 3 Generalized Linear Models® 4 4 4 4
2 6 Mixed Models 2 3 3 3
3 5 Correlate [ 3 3 2 3
4 4 Regression » 5 6 5 5
5 4 Loglinear 3 5 6 5 6
g 6 Classify 3 3 3 2 3
i 6 Dimension Reduction » ? 3 ¢ 4
8 5 . . 5
9 6 Scale 4 eliability Analysis... 3
10 B Nonparametric Tests 4 Multidimensional Scaling (ALSCAL)... 4
Forecastin 3
11 5 tng 3 4 4 5
12 6 Sunvval ' 3 2 3 2
13 6 Multiple Response 3 3 3 2 3
14 5 % Simulation.. 2 3 n 4
15 5 Quality Control [ 3 4 4 5
16 4 ROC Curve... 4 5 4 4
17 B 6 3 3 3 3 2 3
12 I3 2 2 2 2 2 4 I 348
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You will be presented with the Reliability
Analysis dialogue box, as shown below:

Reliability Analysis x|l
o Qu2 ]
oMl Qu3
oM Qud
- .
o Transfer the variables Qu1l to
o Qu9 into the Items: box.
ol Qug | |
il oun had
Scale label
e ‘ ‘ =) Reliability Analysis Ex
ol Qu2 ]
ol Qu3
o Qud
ol Qus
ol Qué
ol Qu7
Leave the Model: set as af e o
"Alpha", which represents —
Cronbach's alpha in SPSS. Scale labet |
o o) o .
"
Reliability Analysis < ||
ETT 5 (g Click on the Statistics
all a2 Button, which will open
Qu3 . o .
Ao the Reliability Analysis:
i e Statistics dialogue box
ut
ol Qu7
ol Qus
g L
— =] Reliability Analysis: Statistics H
Scale label ‘ ‘ rDescriptives for rinter-ltem
D\tem [7] Correlations
@ [ Scale [[] Covariances
[ Scale if item deleted
Summarie ANOVATable
[ Means @ None
[7] variances © Flest
[] Covariances © Friedman chi-sguare
[] Correlations © Cochran chi-square
= Hotelling’s T-square E Tukey's test of additivity
) Intraclass correlation coefficient
(continue] [ cancel | Hew | 350
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Select the Item, Scale and Scale if item deleted options in the —
Descriptives for— area, and the Correlations option in the —Inter-ltem—

area, as shown below:

Click Continue. This will return you to

@ Reliability Analysis: Statistics K the Reliability Analysis dialogue box.
Descriptives for Inter-item’
[ ltem [#Correlations
¥ Scale [ Covariances - -
IO T e i3 Reliability Analysis H
Summaries ANOVA Table It::msam
[F] Means @ None ol au2
[C] variances © Ftest ol 3;43
[C] Covariances © Friedman chi-square i Q:5
[T] Correlations © Cochran chi-square ol Qus
o au?
[F] Hotelling's T-square [7] Tukey's test of additivity ol aus
- o
[ Intraclass correlation coefficient e = =
B B Scale lavel: |
— a
Eorinue]]_anca |
Click OK to generate the output.
351
]
o Cronbach's alpha is 0.805, which indicates a
Reliability Statistics B . R
—— high level of internal consistency for our
Alpha Based
on scale.
Cronhach's Standardized \ . .
Alpha N of tems Cronbach's alpha value is 0.70 and above is
a0a || 786 9 .
considered good.
The Item-Total Statistics table presents the "Cronbach's Alpha
if Item Delet T 77 fem-Total Stafistics
Scale Corrected Squared ronhach's
Scale Maan if WYatiance it em-Total Multiple Alpha if Iterm
Item Deleted Item Deleted Carrelation Carrelation Deleted
Gt 24.20 45029 633 428 767
G2 2393 47.352 420 Ba1 a3
Qu3 24.07 16,638 654 099 67
Gud 23.40 47114 aa1 223 e
Qs 23.60 51.2597 389 ar3 799
Qué 2447 50595 372 693 802
Qu7 24.07 45210 614 T 7o
Gug 24.20 56.457 128 a1 823
Qud 24.07 145210 589 610 774
Each column presents the value that Cronbach's alpha would be if that particular item was deleted
from the scale. Except question 8, would result in a lower Cronbach's alpha.
352
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Multiple Regression
Analysis using SPSS

" JE
Multiple regression

m  Multiple regression is an extension of simple linear regression. It is used
when we want to predict the value of a variable based on the value of
two or more other variables.

m The variable we want to predict is called the dependent variable (or
sometimes, the outcome, target or criterion variable).

m The variables we are using to predict the value of the dependent
variable are called the independent variables (or predictor,
explanatory variables).

Examples:

m The exam performance can be predicted based on revision time, test
anxiety, lecture attendance and gender.

m The daily cigarette consumption can be predicted based on smoking
duration, age when started smoking, smoker type, income and
gender.
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Multiple regression

m Multiple regression also allows us to determine the
overall fit (variance explained) of the model and the
relative contribution of each of the predictors to the
total variance explained.

m For example, you might want to know how much of the
variation in exam performance can be explained by
revision time, test anxiety, lecture attendance and
gender "as a whole", but also the "relative contribution”
of each independent variable in explaining the variance.

355

" JE
Various types of Regression
analysis
= Linear Regression
= Stepwise Regression
= Group-wise Regression
= Hierarchical Regression
= Logistic Regression
= Regression with dummy Variable
= Regression with moderating variable
= Non-Linear Regression
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Multiple Linear Regression

m Linear regression is used for three main
purposes

Used to assess how much each variable
contributes in determining the value of the
dependent variable

What direction (positive or negative) they
contribute

Their relative importance in deciding the value of
dependent variable

The R? and F Significance determine the
reliability and validity of the model 257

" JE
Assumptions

m Assumption #1: Dependent variable should be measured on a
continuous scale (i.e., it is either an interval or ratio variable).

m Assumption #2: Should have two or more independent variables,
which can be either continuous (i.e., an interval or ratio variable) or
categorical (i.e., an ordinal or nominal variable).

m Assumption #3: There should be linear relationship between (a) the
dependent variable and each of your independent variables, and (b)
the dependent variable and the independent variables collectively.

m Assumption #4: The data must not show multicollinearity, which
occurs when we have two or more independent variables that are
highly correlated with each other.

m Assumption #5: There should be no significant outliers, high
leverage points or highly influential points.
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Example

m A health researcher wants to predict "VO,max", an indicator of
fitness and health. [VO2 max is a measure of the maximum
volume of oxygen that an individaul can use. It is measured
in millilitres per kilogramme of body weight per minute
(ml/kg/min)].

m IS it possible to predict an individual's VO,max based on
attributes that can be measured more easily and cheaply.

m The researcher recruited 100 participants to perform a
maximum VO,max test, but also recorded their "age",

"weight", "heart rate" and "gender".

m The researcher's goal is to predict VO,max based on these four
attributes: age, weight, heart rate and gender.

359

O
Variable View

m In the variable view key in the six variables: (1)
VO2max, which is the maximal aerobic capacity; (2)
age; (3) weight, which is the participant's weight; (4)
heart rate; (5) gender,; and (6) caseno.

@ *Untitled2 [DataSet1] - [BM SPSS Statistics Data Editor

File Edit View Data Transform Analyze Direct Marketing  Graphs  Utilities  Add-ons  Window  Help

SHE @ e~ BLFARF K BN BoH 099

Name Type Width Decimals Label Values Missing
1 Case_NO Mumeric 8 2 Case Number None None
2 Age MNumeric 8 2 Age of the Participants MNone MNone
3 Weight MNumeric 8 2 Body weight of the participants MNone MNone
4 Heart_rate Mumeric 8 2 Heart rate of the Participants MNone MNone
5 Gender Mumeric 8 2 Gender of the participants None None
6 VO2Max Mumeric 8 2 VO2max, which is the maximal aer... None None
7
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Click Analyze > Regression > Linear

2= | standard multiple regression.sav [DataSet3] - IBM SPSS St
File Edit View Data Transform Analyze Graphs Ulilities Add-ons Window Help

% = Reports 3 < == T
=& I e ] Y
P = Descriptive Statistics » Bl e |-
‘40 - age ‘23 Compare Means 3
| caseno ” age General Linear Model » | gender || VO2max ” var ”
1 1 4 Generalized Linear Modelsk Male 55.79
2 2 Wixed Models » Female 35.00
3 3 Correlate » Male 42.93
4 4 -
- . b Regression P | [ Automatic Linear Madeling..
Y, ’
Loglinear 13 bl Linear
g 6 ] Classify b - [
7 7 1 [ curve Estimation...
Dimension Reduction  » | —
8 ] 1 Partial Least Squares...
- . Scale » 0
Binary Logistic...
] Nonparametric Tests » S
10 10 14 EremEsing b E Multinomial Logistic..
b " Sunival y | Eorgnal
12 12 4 = )
Multiple Response y | & Probit..
13 13 2
14 14 £ simulation... Nonlinear..
15 15 Quality Control b | [ Weight Estimation...
16 16 1 ROC Curve... @ 2-Stage Least Squares...
17 17 7 56.18 163 Male 47.23
18 18 an RR 13 18R Mals 45 NR 361
]
i Linear Regression “
Vi | |
& age rBlock 1 of 1
f heart_rate T 5 :_<E 1) m
ail
&) gender Independent(s):
& vo2max

Selection Variable:

| |
Case Labels:

| |

WLS Weight:
| |
Paste [Reset ”Cancel” Help ]

Transfer the dependent variable, VO2max, into the Dependent: and the independent

variables, age, weight, heart_rate and gender into the Independent(s)
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& caseno
fage

& weight
& heart_rate

&5 gender

Dependent:
[ @ voemax

rBlock 1 of 1

| Previous

Independent(s):

E

f weight

i & heart_rate

[ & nander

:

Selection Variable:
&)

Case Labels:
&

WLS Weight.
&)

(Lo J{paste J{ Reset [ cancel [ Heip |

363

Select Confidence
intervals in the —
Regression

Coefficients — area
leaving the Level(%):
option at "95".

rRegression Coefficients
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rResiduals

Durbin-Watson
Casewise diagnostics
@ Qutliers outside:

® All cases

3 standard deviations

mmm  Continue | Cance || Help |

364

182



B

ta Linear Regression E1

Dependent: m—

= Statistics...
.s? caseno - [&VOZmax |
& age Block 1 of 1
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Model Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
7607 STT 559 5.69097

a. Predictors: (Constant), gender, age, heart_rate, weight

"R" column represents the value of R, the multiple
correlation coefficient.

R can be used to measure the quality of the prediction of
the dependent variable

The "R Square" column represents the R? value, which
is the proportion of variance in the dependent variable
that can be explained by the independent variables.
Independent variables explain 57.7% of the variability of
our dependent variable,
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-l ANOVA*
sum of ‘l
Madel Squares df Mean Square F Sig.
1 Regression 4196.483 4 1043121 32.393 .000"
Residual 3076.778 95 32.387
Total 7273.261 99

a. Dependent Variable: VO2max

b. Predictors: (Constant), gender, age, hear_rate, weight

The independent variables statistically significantly predict the dependent variable,

F(4, 95) = 32.393, p < .0005

367
m - I
Coefficients®
Standardized

Unstandardized Coeflicients Coefficients 95.0% Confidence Interval for B
Madel B Std. Error Eeta t Sig. Lower Bound | Upper Bound
1 (Constant) 87.830 6.385 13.756 .0o0 75.155 100.506
age - 165 063 -176 -2.633 .010 -.290 -.041
weight -.385 043 -677 -8.877 .0o0 -A471 -.299
heart_rate -118 .03z -.252 -3.667 .0o0 -.182 -.054
gender 13.208 1.344 748 9.824 .000 10.539 15.877

a. Dependent Variable: YO2Zmax

The equation to predict VO2max from age, weight, heart_rate, gender, is:

Predicted VO2max = 87.83 — (0.165 x age) — (0.385 x weight) — (0.118 x heart_rate) +
(13.208 x gender)

Unstandardized coefficients indicate how much the dependent variable varies with
an independent variable when all other independent variables are held constant.
Consider the effect of age in this example.

The unstandardized coefficient, for age is equal to -0.165.

Each one year increase in age, there is a decrease in VO2max of 0.165 ml/min/kg.
The standardized coefficients indicate which independent variable
contributes maximum to dependent variable. They rank the independent
variables. Age comes first followed by weight, heart rate and so on.
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Coefficients™

Standardized

Unstandardized Coefficients Coeflicients 95.0% Confidence Interval for B

Model B Std. Error Beta t Sig. Lower Bound | UpperBound
1 (Constant) 87.830 6.385 13.756 000 75155 100.506
age - 165 063 - 176 -2633 010 -.290 -041

weight -.385 .043 -.677 -8.877 000 -AT71 -.299
heart_rate -118 032 -.252 -3.667 000 -.182 -.054

gender 13.208 1.344 748 9.824 .000 10539 16.877

a. Dependent Variahle: VO2Zmax

« This table provides the statistical significance of each of the independent
variables.

« This tests whether the unstandardized (or standardized) coefficients are equal
to O (zero) in the population.

* p <.05, you can conclude that the coefficients are statistically significantly
different to O (zero).

Report
A multiple regression was run to predict VO2max from gender, age, weight and

heart rate. These variables statistically significantly predicted VO2max, F(4, 95) =
32.393, p <.0005, R2 = .577. All four variables added statistically significantly to the
prediction, p < .05.
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Stepwise Regression
Analysis using SPSS
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" JEE
Stepwise Regression methods

= Researchers should build models with a few important independent
variables

=  What are those very important variables? How to decide? Stepwise
regression addresses this problem

= Some researchers will model their research problem with more than 10
variables or so.

= If all independent variables are analyzed simultaneously the output
produced is with all insignificant variables with one R? and F values.

= To see clearly the variables which enter the model, the R2 produced,
incremental R? , different F values will be an added advantage to the
researchers to write clearly the research report.

= The only requirements are that the data is normally distributed (or
rather, that the residuals are), and that there is no correlation between
the independent variables (known as collinearity).

371
]
3 "Multiple regression exercise vo2max.sav [DataSetd] - IBM SPS5 Statistics Data Editor
ile  Edit View Data Transform Analyze DirectMarketing Graphs  Utilities  Add-ons  Window
SHe 0 -~ B M & B
01: gender
caseno age heart_rate weight gender VO2max

1 1 27 191 67.9 1.00 554

2 2 63 115 476 2.00 35.0

3 3 36 169 874 1.00 429

4 4 43 83 86.3 1.00 236

5 5 24 133 1001 1.00 40.2

6 6 29 115 753 2.00 338

7 7 24 174 78.8 1.00 433

[ 8 27 1M 76.1 2.00 302

9 9 25 136 94.3 1.00 40.0

10 10 33 103 T4 1.00 36.9

11 1 30 187 87.3 1.00 441

12 12 25 109 744 2.00 38.0

13 13 25 m 756 2.00 339

14 14 36 142 61.8 2.00 447

15 15 23 106 111.8 1.00 31.0

16 16 29 101 83.2 2.00 M7

17 17 37 176 54.8 1.00 479

18 18 an 161 AR 9 100 4R 9
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LI *Multiple regression exercise vo2marn.sav [Data5etd] - [BM 5P5S Statistics Data Editor
ile Edit View Data Transform  Analyze  DirectMarketing  Graphs  Utilities  Add-ons  Window  Hel|
= 1 Reports » T = I ===4
| H — g B ] el =
["__"] Descriptive Statistics 3 Bt B e
01: gender | Tables 3
| caseno || age ” Compare Means 4 gender || VO2max ” var
1 1 27 General Linear Model » 1.00 5.4
2 2 63 Generalized Linear Models 4 2.00 35.0
3 3 36 Mixed Models » 1.00 42.9
4 4 43 Correlate » 1.00 236
5 5 24 )
= 6 29 Regression * | [E] Automatic Linear Modeling. .
= ; 2 Loglinear (2 I:inear...
Meural Metworks 2 -
3 3 27 & X ] Curve Estimation...
Cl i
9 9 25 assily Partial Least Squares...
Dimension Reduction 4
10 10 33 Scale N [ Binary Logistic...
" 1 30 . I Muttinomial Logistic...
Monparametric Tests (2 =
12 12 25 ’
Forecasting » |Edlordinal..
13 13 25 - )
" 1 % Survival 3 @ Probit...
15 15 23 Multiple Response 3 ﬂonlinear..
16 16 29 Missing Value Analysis.. il Weight Estimation...
7 17 < Multiple Imputation » | K 2-Stage Least Squares...
373
N __———————
| Q Linear Regression b4
Dependent:
& Case Number [caseno] [ vozmax vozman
& Age [age] ~Block 1 of 1
& Heart Rate of the paticipants [haart..
& Weight of the participants [weight] Previous
& Gender [gender] Independent(s).
& Agelage]
&7 Heart Rate of the participante [heart_rate]
& Weight of the participants [weight] -
Methad:

Selection Variable:

Case Labels:

WLS Weight:
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Maodel Summary
Adjusted R Std. Error of
Madel R R Square Sguare the Estimate
1 a31° 690 .6av 47506
a. Predictors: (Constant), Heart Rate of the padicipants
ANOVA®
Sum of
Madel Squares df Mean Squara F Sig.
1 Regression 4928.968 i 4928.968 | 218.400 .ooo®
Residual 2211.712 Cf: 22,568
Total 7140.680 89

a. DependentVariahle: VO2max
b. Predictars: (Constant), Heart Rate of the paricipants
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Coefficients™
Standardized
Unstandardized Coefficients Coeflicients Collinearity Statistics
Madel [£] Std. Error Beta t Sig. Tolerance VIF
1 (Constant) 11.631 2216 5.248 oo
Heart Rate ofthe
participants 226 015 a3 14778 oo 1.000 1.000

a. Dependent Variable: VO2max

Excluded Variables®
Collinearity Statistics
Fartial Minimum
Model Beta In t Sig. Correlation Tolerance VIF Tolerance
1 Age -.040° -.691 481 -.070 .83 1.066 938
Weight of the participants -023® -378 708 -.038 .92 1121 892
Gender -.064° -1.136 .259 -115 .Ba3 1.133 883
a. Dependent Variable: VO 2max

b. Predictors inthe Model: (Constant), Heart Rate of the participants

Collinearity Diagnostics™

“ariance Proportions
Heart Rate of
Condition the
Model  Dimension | Eigenvalue Index (Constant) participants
1 1 1.877 1.000 o1 .01
2 .023 9.221 a9 .04

a. Dependent Variable: VO2max
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Groupwise Regression
Analysis using SPSS

Group-wise Regression

= In Previous example VO2Max we have two groups
of participants male and female.

= [tis interesting to find and present results
separately to know more about the independent
variables in male and female rather than giving
results in general.

= Sometimes we will compare groups separately to
get more insight. For example young age group
how is it different from other age groups

= We have to run regression two times
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.',a *Multiple regression exercise voZmax.sav [Data5et9] - IBM 5PS5 Statistics Data Editor

ile  Edit View Data Transform Analyze DirectMarketing Graphs  Utilities  Add-ons  Window
E= O A BB A
=H& e~ Bl A W %K B
01: gender |
I caseno ” age " heart_rate " weight " gender ” VO2max ”
1 1 27 191 67.9 1.00 55.4
2 2 63 115 476 2.00 35.0
3 3 36 159 874 1.00 42.9
4 4 48 83 86.3 1.00 286
5 g 24 133 100.1 1.00 40.2
6 G 29 115 75.3 2.00 338
7 7 24 174 78.8 1.00 433
8 g 27 11 76.1 2.00 30.2
9 9 25 136 94.3 1.00 40.0
10 10 33 103 4 1.00 36.9
1 " 30 157 87.3 1.00 441
12 12 25 109 744 2.00 38.0
13 13 25 11 75.6 2.00 339
14 14 36 142 61.8 2.00 447
15 15 23 106 1118 1.00 3.0
16 16 29 101 83.2 2.00 47
17 7 37 176 548 1.00 479
18 18 3n 161 AR Y 100 45 9
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]
# *Multiple regression exercise vo2max.sav [DataSet9] - [BM 5P5S Statistics Data Editor
dle Edit View Data Transform  Analyze  DirectMarketing  Graphs — Utiliies  Add-ons  Window  Hel|
== ) EEH Reports » : = o [
S HE I e A ! SA
— = Descriptive Statistics 4 = é Lﬁ
01 gender | Tables 3
| caseno || age || Compare Means » gender || WO2max ” var
1 1 27 General Linear Model » 1.00 55.4
2 2 63 Generalized Linear Models 4 2.00 35.0
3 3 36 Mixed Models > 1.00 429
4 4 48 Correlate b 1.00 28.6
5 5 24 )
= 5 29 Regression " | [E Automatic Linear Modeling...
7 ; 2 Loglinear (2 ginear
Neural Networks > -
3 3 27 ] curve Estimation...
Cl i 3
9 9 25 assily Partial Least Squares. ..
Dimension Reduction 4
10 10 33 Scale 5 [ Binary Logistic
" " 30 I Muttinomial Logistic...
12 12 25 Monparametric Tests 3
3 13 25 Forecasting p |Ed ordinal..
" 14 36 Sunvival v | Bl Probit..
15 15 23 Multiple Response » | B Monlinear..
16 16 29, | EZ Missing Value Analysis.. il weight Estimation...
17 17 37 Multiple Imputation | K 2-Stage Least Squares
an in an At At . 180
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| @

Dependent:
é’ Case Number [casena] b |& VO2max VO2Zmax]
& Ageage] Block 2 of 2

é’ Heart Rate of the participants [heart...
é) Weight of the participants [weighf]

Independent(s):

& Age [age]
47 Heart Rate ofthe participants [neart_rate]
& Weight of the participants [weight]

Selection Variable:

|gender:1 Il

uetos:

Linear Regression: Set Rule x

Case Labels: Define Selection Rule
| gender
Value:
WLS Weight:
| e -

(Cox o) st ] o) i

us ot oy

[Cominue]‘ cancel || Hep |

381
Descriptive Statistics® Descriptive Statistics®
Mean Std. Deviation N Mean Std. Deviation M
VO2Zmax 45898 8.3473 62 WO2Zmax 39.003 T.4314 38
Age 30.90 7.796 g2 | | Aoe .62 9.802 £
Heart Rate of the Heart Rate ofthe 127.75 27.004 38
participants 149.65 30.822 62 participants
Weight of the participants 21.334 15.0221 52 Weight of the participants 72.285 121932 38
N X a. Selecting only cases for which Gender= Female
a. Selecting only cases forwhich Gender = Male gonly
Correlations®
HeartRate of
the ‘Weight of the
VO2max Age participants participants
Pearson Correlation  VO2max 1.000 -327 823 -587
Age =327 1.000 -325 002
HeartRate of the
participants 823 -325 1.000 -877
‘Weight of the participants -587 002 -.577 1.000
Sig. (1-tailed) VO2max 005 000 000
Age 005 005 493 Correlations®
Heart Rate of the
participants 000 005 000 Hean Rate of
Weight of the participants 000 493 000 Weight of the
N Vozmax 52 52 ) 5 Vo2max Age participants participants
Age 82 82 82 82 Pearson Correlation  VO2max 1.000 =120 77 =224
HeartRate of the Age -120 1.000 =133 -301
participants 62 &2 82 62 Heart Rate of the 777 133 1.000 _an
‘Weight of the participants 62 62 62 62 participants
a. Selecting only cases for which Gender= Male Weight of the participants -224 -.301 -372 1.000
Sig. (1-tailed) VO2max 236 000 oes
Age 236 213 033
Heart Rate of the
participants 000 213 o
Weight ofthe participants 088 033 011
N Vo2max 38 38 38 38
Age 38 38 38 38
Heart Rate of the
participants 8 £ 38 38
Weight of the participants 38 38 38 38
a. Selecting only cases for which Gender= Female
382
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Variables EnteredRemoved®°

Variables Variables
Model Entered Removed Method
1 Stepwise
(Criteria:
Heart Rate of Probability-of
F-to-enter ==
the | 050
partiipants Prabability-of
F-to-remove
»=.100).
2 Age, Weight
ofthe . | Enter
participants

Variables EnteredRemoved®®
a. DependentVariahle: WO2max

Variables Variables
b. Models are based only on cases for which Gender= Model Entered Remaoved Method
Male -
1 Stepwise
c. All requested variables entered. (Criteria
Heart Rate of Probability-of-
F-to-enter <= .
the 050
participants Probabilit-of-
F-to-remove
==100).
2 Age, Weight
ofthe Enter
participants®

a. Dependent Variable: VO2max

b. Models are based only on cases for which Gender=
Femnale

¢. All requested variables entered

383
Model Summary Model Summary
R R
Gender=
Gender =
Male Adjusted R Std. Error of Female Adjusted R Std. Error of
Model (Selected) R Square Square the Estimate Wodsl (8electad) R Square Square the Estimate
1 823° 678 672 sr787 ! e 603 a8z 47462
2 540t 706 591 46421 2 780" 60A 573 4.8535
a. Predictors: (Constant), Heart Rate of the participants a. Predictors: (Constant), Heart Rate of the participants
b. Predictors: (Constant), Heart Rate of the participants, Age, Weight of b Predictn_r_s (Constant), Heart Rate of the participants, Age, Weight of
the participants ' ' ' the participants
ANOVA*E
b Sum o7
ANOVA® Model Squares d | wean square F sig
Sum of 1 Regression 1232416 1 1232416 54.710 oo0®
Mods| Squares df Mean Square F Sig. :E‘s“d“a‘ Zglgix :s 252
otal
1 Regression 3000.505 3 1000166 | 46.414 000° T Regmse T e T e e T oo
Residual 1249.844 58 21.549 Residual 800.905 £ 23556
Total 4250350 61 Lo 2043370 El
- a. Dependent Variable: VO 2max
a. Dependent Variable: VO2max b. Szlecting only cases for which Gender= Female
b Selecting only cases forwhich Gender= Male c. Predictors: (Constant), Heart Rate ofthe participants
c. Predictors: (Gonstant), Weight ofthe paticipants, Age, Heart Rate ofthe participants ¢ Predictors: (Gonstant), Heart Rate ofthe paricipants, Age, Weloht ofthe participants

Coeficiens™”
Cooffcionts" B
2 it Stasstics
Unstandardcsd Gosficknts Colinsariy Siatistes Matel ! S ki
Mos T 54 e sig__ | Telerancs | F T 2 002
T o 7 [ [ ar oo | vop [ vea
Hear Rate of e o E
. B oo o | roo o e
ST o0 Hear fate stne a0 | 708 00 o | 1357
. parieipants
20 o o Ago s ) ot 0a7 e 1131
o i wa | e 175 g | em 530 1.358
w50 o2 s | 1m0
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Excluded Variables®

Collinearity Statistics
Partial Minimum
Model BetaIn 1 Sig. Corelation | Tolerance VIF Tolerance
1 Age -.066% -.851 398 -110 894 1.118 894
Weight of the participants 167" -1.904 062 -241 B6T 1.500 667
a. Dependent Variable: VO2max
b. Predictors in the Model: (Constant), Heart Rate of the participants
Excluded Variables®
Collinearity Statistics
Partial Winimum
Maodel Betaln t Sig Correlation Tolerance WIF Tolerance
1 Age -017° -.158 875 -027 882 1.018 .82
Weight ofthe participants 078" 655 517 110 862 1.160 862

a. Dependent Variable: VO2max

b. Predictors in the Model: (Constant), Heart Rate of the participants

Coltinearity Diagnostics™®

Variance P

Heari Rate of

Condition e
Model _Dimension | Eigenvalue index (Constany Age
1 1 1.680 1.000 01 01
2 020 99 99
2 1 3884 00 00 00
2 068 19 a7 02
3 044 03 a0 25
4 004 1.00 78 32 Collinearity Diagnostics™*®
2. Dependent Variable: VO2max Variance Proportions
b. Selecting only cases for which Gender = Male Hean Rate of
Gondition the Weight of the
Model  Dimension | Eigenvalue Index (Constant) participants Age participants
1 1 1.979 1.000 01 o1
2 021 9.693 99 99
2 1 3868 1.000 0o 00 0o 00
2 081 6.920 0 05 k) L]
3 047 9,045 0o 3 00 18
4 005 28.872 1.00 56 35 78
a. Dependent Variable: VO2max
b. Selecting only cases for which Gender = Female 385

Regression Analysis for
dummy variables using
SPSS
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"
Regression with dummy variable

m Dummy variables are included in the model to capture the
effect of dichotomous variables like good or bad (good may
be 1 and bad may be zero)

m For example, a researcher wants to study the variables
that determine the house prices

m The house price is dependent on SQ feet, age and
locality. Apart from this present condition of the house is
also important.

m If the house is maintained well it will get good price and

vice versa.
{1 = if the house is maintained well
code _
0 = otherwise

387

" JEE
SSS worksheet and data

g iwo
EHEE W = = 3 8 & (R Bz il LYo W e
| Price Sqft Age Condition var var var var var var var

1 142.5 1733 30 0

2 188.5 1862 40 1

3 187.2 1548 30 1

4 202.5 1256 15 o

5 214.2 1535 32 o i

6 217.5 1662 38 1 Dumm Variable

7 238.5 1755 27 o

s 247.5 2091 30 1

° 273.0 2057 26 o

10 274.5 3377 35 o

11 300.0 2070 18 o

12 316.5 2273 17 1

13 322.5 3420 40 1

14 328.5 1568 12 o
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SPSS worksheet and data
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Results — Output 1

@ @& Output =
SR sion vES MEAN STDDEV CORR SIG N
e /STATISTICS COEFP GUTS B ANOVA COLLIN TOL CHANGE Correlation Coefficients
L[ Actwe Dataset /CRITERIA=PIN(.05) POOT(. —_— = = = ==
- fooolirar T At
oo
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e T
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e o ot T
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Fle Edt Vew Data  Transform Formal _Anayze Graphs  Ulities Addgns  Window Help

FRHER N« ~ EE= o & PR W
| > & = BB S0

& & outout | | ot e ‘ ‘ I
8 Log
- Reorension & BRI

Modst Summany.
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Lim moael Summary Change

&

g
EEEE

i

ANOVA 7o
L Coeficlents a. Predictors. (Constant, Condition of the House, Sauare Feet, Age of the House
L Coinsarty Diagn
ANOVA"
Eom ot
Modal Sauares ot Mean square v
g Regreasion 57060 457 EN B Taaa Toa
Residual 13678348 10 1367 636
Total 48330.040 13
& Erediclore: CORElany, € anailon of e House, Sauare Feet Age oflhe House
£ Dependent Vatiaba: Frice
Coetmicients™
EETTEErT
. Cosmeiants | Coaiciants Collinaariy Statistic s
Modal & Eid_Eror Bata t sig Tolerance iF
g Canstary e EEET Exaad o
Bquare Fest 074 07 05 4264 o0z 635 1498
Age of the House s.027 1.338 a0 3768 04 Ba7 1,488
Condition of the House 20.410 22372 178 Kk} 283 rar 1388
& Dependent Vatiabie: Price

H a1 2805 0 01 o0 83
a 050 8,950 04 w2 52 o8
4 041 9229 a4 i ar o
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Hierarchical Regression
analysis using SPSS

Hierarchical regression

m Researcher specifies some order of entry based on
theoretical considerations

m They might start with the most important predictor(s) to
see what they do on their own before those of lesser
theoretical interest are added

m Otherwise, might start with those of lesser interest, and
see what they add to the equation (in terms of R?)

m This test is performed adding main independent
variables first and followed by a group of demographic
variables in the analysis by hierarchy
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" JEE
Example

m A research hypothesis might state that there are differences
between the average salary for male employees and female
employees, even after we take into account differences between
education levels and prior work experience.

m In hierarchical regression, the independent variables are entered
into the analysis in a sequence of blocks, or groups that may contain
one or more variables. In the example above, education and work
experience would be entered in the first block and sex would be
entered in the second block.

395

g —
Example

m The prediction of life satisfaction seven years
after college from the variables that can be
measured while the student is in college.

Age

Gender (0=Male, 1=Female)

Married (0=No, 1=Yes)

IncomeC Income in College (in thousands)

HealthC Score on Health Inventory in College

ChildC Number of Children while in College

LifeSatC Score on Life Satisfaction Inventory in College
SES Socio Economic Status of Parents

Smoker (0=No, 1=Yes)

SpiritC Score on Spritiuality Inventory in College

Finish Finish the program in college (0=No, 1=Yes)
LifeSat Score on Life Satisfaction Inventory seven years after College
Income Income seven years after College (in thousands)
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subject age gender married incomec healthe childe lifesate ses smoke spirite finish lifesat? income7.
1 1 16 0 0 0 38 0 7 17 1 30 1 22 26
2 2 28 1 0 0 38 0 16/ 21 1 39 1 20 156
3 3 16 1 16 52 1 39 40 0 30 1 42 88
4 4 23 1 0 6 51 0 22 31 0 60 1 48 73
5 5 18 0 1 7 52 0 25 38 0 32 0 4
6 6 30 0 1 25 43 2 53 36 1 39 0 33 38
7 7 19 0 1 19 55 0 28 41 0 81 1 33 45
8 8 19 1 0 0 52 2 17 52 0 35 1 21 16
9 9 34 0 0 29 60 2 20 56 0 23 1 26 64
10 10 16 1 0 0 53 0 21 27 0 29 0 37 19
1 " 25 1 0 3 39 0 18/ 34 1 61 1 40 56
12 12 16 1 1 1 42 0 31 29 1 58 1 35 70
13 13 16 . 0 0 43 0 18/ 28 1 39 1 32 kAl
14 14 16 0 1 18 54 1 34 38 0 40 0 37 44
15 15 16 1 0 0 52 0 20 38 0 27 1 35 25
16 16 32 1 1 26 54 1 39 37 0 30 47 38
A7 17/ 19 0 0 0 46 0 17 25 0 36 1 26 39
18 18 17 1 1 10 55 2 48 83 0 43 0 42 6
19 19 24 0 0 17 52 0 16/ 36 0 54 1 38 75
20 20 26 1 1 57 1 39 41 0 32 1 42 67
» To examine the prediction of life satisfaction seven years after
college in several stages.
* Inthe first stage, he/she enters demographic variables that the
individual has little or no control over, age, gender, and socio-
economic status of parents.
» Inthe second block variables are entered that the individual has at
least some control, such as smoking, having children, being
married, etc. The third block consists of the two attitudinal
variables, life satisfaction and spirituality. 397
]
Hierarchical regression analysis satisfaction of students.sav [DataSetd] - [BM SPSS Statistics Data Editor
Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons  Window  Help
e W] = . | BE B
B ‘ﬁ ..:] ¢ Descriptive Statistics 3 = = =
Tables 2
subject age Compare Means » pomec healthe childc li
1 1 General Linear Model » 0 38 0
z 2 4 Generalized Linear Models » 0 38 0
3 3 Mized Models > 16 52 1
! 4 4 Correlate 3 6 51 0
5 5 )
f 6 Regression P | [E Automatic Linear Modeling...
2 -
2 = Loglinear 2 I:inear .
3 g e U IEh b [ Curve Estimation
»
3 g Classily Partial Least Squares...
5 10 Dimension Reduction 3
Binary Logisti
: o T R [ Binary Logistic
- 2 TR b [ Muttinomial Logistic...
3 13 Forecasting » [ ordinal...
7 14 Sunvival » | EH Probit
5 15 Multiple Response » Eﬂonlinear...
B 16 [l missing Value Analysis [ weight Estimation
7 17 Multiple Imputation + -Stage Least Squares
8 18 Complex Samples L2 Optimal Scaling (CATREG).
9 19 p| Quality Control 2 T7 ) 1)
0 20 1 ROC Curve... 57 1
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M| £ Linear Regression = 51 1 3
35 1 pal
= lEenendem l 23 1 26
&5 Subject [subject] & Score on Life Satisfaction Inv. g 0 37
f Age ofthe students [ Block 3 of 3 81 4 40
& Sexofthe students [.
E) Marital stutus [marri. Previous 58 1 35
% Income in College (.. Independent(sy 39 1 32
Score on Health . f Score on Spritiuality Inventar 40 0 El
& Number of Ghildren .. & Finish the program in colleg ( 3
& Score on Life Satisf. N #3 Linear Regression: Statistics @
& Socio Economic Sta

&b Smoking [smoke] Method: [Enter = Regression Coefficients [ Model fit
gy Scare on Spritiuality ... [ R squared change

Finish the programi... =
% Income sepvengyear Selection Variable e intervals | ¥ Descriptives

l:l EH Part and partial correlations
|Qase Labels: | [F] Covariance matrix [ Collinearity diagnostics

Residual
WLS Weight: esiduals
| | [7] Durbin-Watson

=l Casewise diagnostics

1. Transfer age, gender, and socio-economic status of parents. Then
click next

2. Transfer Smoking, having children, being married Then click next

3. Life satisfaction and spirituality.
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= _EEE
Descriptive Statistics
Mean Std. Deviation M
Score on Life Satisfaction 3344 8.286 16
Inventary seven years
after College
Age ofthe students 21.50 5785 16
Sex ofthe students Rali] A12 16
Socio Economic Status of 35.94 11162 16
Parents Variables Entered Removed®
Marital stutus 38 400 16 Variables Variables
. . Entersd Removed Method
Mumber of Children while 63 885 16 . T Enter
i Economic
in College Eeonom!
- P , Sex

Smoking 31 479 16 s, S
Score on Spritiuality 41.06 12.272 16 ity
Inventary in College . ;Mdl-lf"=sl"| o
Finish the program in 74 447 16 E'm{%
college Children

wmleinb

College

3 Score on Enter

Spritivality

Inventory in

College

Finish the

progtan in

college

a. Dapendant Variable: Scora on Life
Satisfaction Inventory seven years after
College
b. All requested variables entered.
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Model Summary
Change Siatistics
Adjusted R Std. Error of R Square
Model R R Square Square the Estimate Change F Change dfl df2 Sig. F Change
1 3467 20 -100 8.692 20 544 3 12 (BE1
2 663" 466 AN T.814 347 1.949 3 a2
3 845° 714 387 6.490 247 3024 2 7 13

a, Predictors: (Constant), Socio Economic Status of Parents, Sex of the students, Age ofthe students

b Predictors: (Constant), Socio Economic Status of Parents, Sex of the students, Age of the students, Marital stutus, Smoking,
Mumber of Children while in College

c. Predictors: (Constant), Socio Economic Status of Parents, Sex of the students, Age of the students, Marital stutus, Smoking,
Mumber of Children while in College , Score on Spritiuality Inventory in College | Finish the program in college

ANOVA®
Sum of
Madel Squares df Mean Square F Sig
1 Regression 123.398 3 41133 544 EEWE
Residual 906.539 12 75545
Total 1029.938 156
2 Regression 480.368 6 80.061 1.311 343°
Residual 549.569 a 61.063
Total 1029.938 158
3 Regrassion 735119 8 91.880 2182 1607
Residual 294.818 7 42117
Total 1025.938 15

T o

ofthe students

. DependentVariable: Score on Life Satisfaction Inventory seven years after College
. Predictors: (Constant), Socio Economic Status of Parents, Sex of the students, Age

Predictors: (Constant), Socio Economic Status of Parents, Sex of the students, Age

of the students, Marital stutus, Smoking, Number of Children while in College

o

. Predictors: (Constant), Socio Economic Status of Parents, Sex of the students, Age

ofthe students, Marital stutus, Smoking, Number of Children while in Collzge |
Score on Spritivality Inventory in College , Finish the program in college

401

.r

Coefficients™

Standardized
nstandardized Coefficients Coefficients Collinearity Statistics
Model B Std. Error Beta 1 Sig. Tolerance WIF
(Constant) 20134 10772 2705 019
Age ofthe students =132 406 -9z -.324 751 813 1.085
Sex ofthe students 4.507 4.456 278 1.012 332 966 1.035
Socio Economic Status of 128 207 172 617 548 839 1.065
Parents
2 (Constant) 20,997 13773 1.525 162
Age ofthe students 365 427 255 855 415 668 1.498
Sex ofthe students 5.959 4223 368 141 192 870 1.150
Socio Economic Status of 080 387 108 208 840 218 4572
Parents
r Marital stutus 9.376 4659 566 2013 075 750 1333
Number of Children while -4.732 4102 -.505 -1.153 278 .309 3238
inCollege
\ Smoking -7.014 6152 -.408 -1.140 284 469 213
3 (Constant) 14574 11735 1.242 254
Age of the students 459 364 320 1.243 254 616 1622
Sex ofthe students 5137 3523 318 1.458 188 862 1.161
Socio Economic Status of 114 392 154 291 779 146 6.831
Parents
Marital stutus 4538 4342 274 1.045 3 596 1.678
Number of Ghildren while -4.819 4.980 -515 -.968 365 145 6919
in College
Smoking -7.857 5708 - 454 -1.377 211 376 2,659
Score on Spritiuality 298 179 441 1.664 140 583 1716
Inventary in College
Finish the program in -8.598 5297 - 464 -1.623 148 500 1998
college
a. DependentVariahle: Score on Life Satisfaction Inventory seven years after College
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Binary Logistics
Regression analysis using
SPSS

O
Binary Logistics Regression
analysis

m A binomial logistic regression (often
referred to simply as logistic regression),
predicts the probability that an observation
falls into one of two categories of a
dichotomous dependent variable based on
one or more independent variables that
can be either continuous or categorical.
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Example

m Exam performance can be predicted based on revision time, test
anxiety and lecture attendance (i.e., where the dependent variable is
"exam performance”, measured on a dichotomous scale —
"passed" or "failed" — and you have three independent variables:

"revision time", "test anxiety" and "lecture attendance").

m Drug use can be predicted based on prior criminal convictions, drug
use amongst friends, income, age and gender (i.e., where the
dependent variable is "drug use", measured on a dichotomous
scale —"yes" or "no" —and you have five independent variables:

"prior criminal convictions", "drug use amongst friends",
"income", "age" and "gender").

405

Assumptions

m Assumption #1: Dependent variable should be measured on a
dichotomous scale. Examples of dichotomous variables include
gender (two groups: "males" and "females"), presence of heart
disease (two groups: "yes" and "no"), body composition (two groups:
"obese" or "not obese")

m Assumption #2: One or more independent variables, which can
be either continuous (i.e., an interval or ratio variable) or
categorical (i.e., an ordinal or nominal variable).

m Assumption #3: Independence of observations and the
dependent variable should have mutually exclusive and
exhaustive categories.

m Assumption #4: There needs to be a linear relationship between
any continuous independent variables and the logit
transformation of the dependent variable.
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Example

A health researcher wants to be able to predict whether the "incidence of
heart disease" can be predicted based on "age", "weight", "gender" and
"VO,max" (i.e., where VO,max refers to maximal aerobic capacity, an

indicator of fitness and health).

The researcher recruited 100 participants to perform a maximum VO,max
test as well as he recorded their age, weight and gender. The
participants were also evaluated for the presence of heart disease (Yes
or No).

There are six variables:

(1) Heart_disease, which is whether the participant has heart disease: "yes" or "no"
(i.e., the dependent variable);

(2) vO2max, which is the maximal aerobic capacity;

(3) age, which is the participant's age;

(4) weight, which is the participant's weight (technically, it is their 'mass'); and
(5) gender, which is the participant's gender (i.e., the independent variables); and
(6) Caseno, which is the case number.

407

Click Analyze > Regression > Binary Logistic...

@ logistic regression.sav [Data
File Edit View Data Transform Analyze Graphs Ufilities Add-ons Window Help
H 5 | "E‘] 1] ﬂ:@ = 42 [
————— i Descriptive Statistics » Ll
Compare Means »
caseno age General Linear Model ~ + {O2max heart_disease var Vi
1 1 Generalized Linear Modelsh 55.79 No
2 2 Mixed Models » 35.00 o
3 3 b Caorrelate 2 4293 Yes
4 4 q
3 : Regression b | [E Automatic Linear Madeling
= 6 Loglinear » ginear
7 7 EEEY L [ curve Estimation
Dimension Reduction 2 =
8 8 - Partial Leagt Squares.
9 9 Scale 2
Bi Logistic..
0 10 Monparametric Tests 3 E inary Logistic
= b ] Forecasting . Emultmam\al Logistic...
Sunvival 3 Ordinal.
12 12 - I Probit
13 13 Multiple Response 3 o
1 14 J R simulation... [ noniinear..
15 15 Quality Control » | [ weight Estimation...
16 16 ROC Curve... 2-Stage Least Squares...
17 17 47 56.18 Male 4723 Yes
18 18 40 86.13 Male 45.06 Mo
40 10 I 27 20 Maln £ 40 [T 408
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2 Logistic Regression
Dependent: ——— :
& caseno ‘ ‘ ——
& age rBlock 1 of 1 Save
ﬁ weight Options._..
&5 gender Previous
& vo2zmax -
&> heart_disease Covariates
2 Click the categorical Button
Selection Variable:
~ | E—
. - | & Logistic Regression
& caseno - |E~meanﬁdisease ‘ [ﬁ
ﬁ age o rBlock 1 of 1 S
weig| Options...
v S (_Gptons.._ |
& Vo2max Covariates:
Transfer the dependent age
. . . ight
variable, heart_disease, into i
the Dependent: box, and the b~ |VO2max
independent variables, age,
. Wethod: |Enter x
weight, gender and VO2max
. . Selection Variable:
into the Covariates | E——
0K Paste || Reset || Cancel || Help 409
I | Logistic Regression: Define Categorical Variables H
Covariates: Categorical Covariates:
& age
45’ weight
&b gender
& vo2max
L2
~Change Contrast
Continue || Cancel Help
ta Logistic Regression: Define Categorical Variables H
Covariates: Categorical Covariates:
& age gender(indicator(first))
59 weight
In the —Change Contrast— # voamax

area, change the
Reference Category: from
the Last option to the First
option. Then, click the
button, as shown below:

rChange Contrast

@ First

Reference Category: © Last
Continue || Cancel Help
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Logistic Regression: Options H

rStatistics and Plot:
[ Classification plots [T] Correlations of estimates

[¥ Hosmer-Lemeshow goodness-of-fit | lteration history

[¥ Casewise listing of residuals [¥] CI for exp(B): %
@ Outliers outside std. dev.

© Al cases
-Display

At each step @f::»\t[ast stepi

rProbability for Stepwise

Entry: Removal:

[] Conserve memory for complex analyses or large datasets

Classification cutoff:

Maximum Iterations:

[ Include constantin model

,—>[Continue][ Cancal ][ Help ]

411

Model Summary

Step

1

-2 Log Cox&SnellR | Nagelkerke R
likelihood Square Square
102.088° 240 330

a.

Estimation terminated at iteration number 5
because parameter estimates changed by less

than .001.

The explained variation in the dependent variable based on our model
ranges from 24.0% to 33.0%,

Variables in the Equation

95% C.l.far EXP(B)
B SE Wald df Sig Exp(B) Lower Upper
Step 1 age 085 028 9.132 1 .00z 1.089 1.030 1161
weight 006 022 065 1 799 1.006 962 1.051
gender(1) 1.950 B42 5358 1 021 7.026 1.348 36.625
WO2max -089 048 4.266 1 039 806 824 995

Constant -1.676 3.336 253 1 615 187

a. Variable(s) entered on step 1: age, weight, gender, VO2max

You can see that age (p = .003), gender (p = .021) and VO2max (p = .039) added significantly to the model/prediction, but
weight (p = .799) did not add significantly to the model. We can use the information in the "Variables in the Equation” table to

predict the probability of an event occurring based on a one unit change in an independent variable when all other

independent variables are kept constant.

For example, the table shows that the odds of having heart disease ("yes" category) is 7.026 times greater for males as

opposed to females.
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Report

1 N 95% C.|.for EXP(B)
B SE wald df Sig ExpiB) | Lower | Upper
Step1®  age 085 028 9132 1 003 1.089 1.030 1151
weight 006 022 065 1 799 1.006 962 1.051
gender(1) 1.950 842 5356 1 021 7.026 1348 | 36625
vO2max -099 048 4.266 1 039 906 824 995

L Constant |  -1.676 3336 253 1 615 187

a. Variable(s) entered on step 1: age, weight, gender, VO2max.

m A logistic regression was performed to ascertain the effects of age,
weight, gender and VO,max on the likelihood that participants have
heart disease.

m The model explained 33.0% (Nagelkerke R?) of the variance in heart
disease. Males were 7.02 times more likely to exhibit heart disease
than females.

m Increasing age was associated with an increased likelihood of
exhibiting heart disease, but increasing VO,max was associated with a
reduction in the likelihood of exhibiting heart disease.

413

Moderator Analysis
using SPSS
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Moderator

m A moderator is a variable that alters the direction or
strength of the relationship between a predictor
(independent) and an outcome (dependent)

m Really, itis just an interaction — the effect of one variable
depends on the level of another.

m A moderator analysis is used to determine whether the
relationship between two variables depends on (is
moderated by) the value of a third variable. This
relationship is commonly between:

(a) a continuous dependent variable and continuous independent
variable, which is modified by a dichotomous moderator variable;
(b) a continuous dependent variable and continuous independent
variable, which is modified by a polytomous moderator variable; or

(c) a continuous dependent variable and continuous independent
variable, which is modified by a continuous moderator variable a5

m\What is the definition of
moderation?

A moderator analysis is used to determine
whether the relationship between two
variables depends on (is moderated by)
the value of a third variable.

1Q (IV)
Study Hrs (1V)
Exam scores (DV)
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Moderators
1Q (IV)
Study Hrs (1V)
Exam scores (DV)
Predictor (IV)

a
Moderato\ OQOutcome
Variable
c

Predictor X Moderator

417
Ordinary Main Effect
(a “direct effect” in mediationterminology)
Independent
Out
Variable HECOME
The IV predicts Mediating Which inturn predicts
the mediator... Variable the outcome...
Independent
Qutcome
VErFalle I
Adding a mediator
makes the direct effect
get smaller 418
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Example

m The relationship between HDL cholesterol and amount of
exercise performed per week is different for normal
weight and obese participants (i.e., the continuous
dependent variable is "HDL cholesterol”, the
continuous independent variable is "amount of
exercise performed per week" and the dichotomous
moderator variable is "body composition”, consisting
of two groups: "normal weight" and "obese")?

419

-
Example

m The relationship between salary and years of
education is moderated by gender (i.e., the
continuous dependent variable is "salary", the
continuous independent variable is "years of
education" and the dichotomous moderator
variable is "gender", which consists of two
groups: "males" and "females").

m If itis, gender (i.e., the dichotomous moderator
variable) moderates the relationship between
the years of education and salary.

420
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Example in SPSS

m The high-density lipoprotein cholesterol (HDL
cholesterol, for short) is linked to good heart
health. The higher the concentration of HDL
cholesterol in the blood the better.

m It is known that exercise can increase HDL
cholesterol concentration. A researcher wants
to understand whether this relationship is
similar in normal weight and obese
individuals

421
" JE
Click Analyze > Regression > Linear.
A mecc-cont-dich.sav [DataSet1] - IBM SP!
File Edit View Data Transform Analyze Graphs Utilities Add-ons Window Help
. B w— Reports 3 B= s |
SHae [ « _ R EE ES
Descriptive Statistics 3
21 Compare Means 1]
body_composition | ph General Linear Model + prmal obese pa_x_normal
1 Normal Generalized Lingar Modelsh Yes No 1.00
2 Normal Mixed Models » Yes Mo 35.00
3 Mormal Carrelate b Yes MNo 53.00
4 N |
5 Nurma‘ Regression b | [E Automatic Linear Modsling b
ormal Loglinear 3 e
6 Normal Classity o = % 0
7 Normal [E] Curve Estimation... o
Dimension Reduction 2 o
8 Mormal - Partial Least Squares... 0
9 N | Scale * E b
orma Binary Logistic.
10 N | Monparametric Tests » vieg 0
orma inomi i
Forecasting » EMultlnomla\ Logistic.
" Obese [ ordinal 0
Sunvival 3 =
12 Obese I Probit 0
13 Obese Multiple Response » L o
1 Obese 2 simulation [ woniinear.. 0
15 Obese Quality Control ] EEeightEstimatmn 0
16 Obese ROGC Curve E 2-Stage Least Squares 0
17 Obese 178 35.00 No Yes .00
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&5 body_composition
é’ physical_activity

Dependent

e
i

rBlock 1 of 1

&5 normal
&5 obese
& pa_x_normal
é’ pa_x_obese

[ nen

Independent(s):
& physical_activity

| normal

Selection Variable:
Rule...
Case Labels:

WLS Weight:

423

& body_composition v

i ""“icla‘—a"”"iw Eﬂlu:k 2012
normal !

Jiin

& pa_x_normal Independent(s):
& pa_x_obese

Method: E X

Selection Variable: -
E] Case Labels:

WLS Weight:

[Lox ] {easte  meset][cance | nep |

& body_composition
& physical_activity

satstes..

o ees.

& normal
Lgptons.

Block 2 0f 2
P — (]
‘& pa_x_normal Independent(s).
é’ pa_x_obese
pa_x_normal |

wense |

Selection Variable: -
Case Labels:

WLS Weight:
(Lo J(essie | moset][conce [ vy | 424
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Linear Regression: Statistics

Regression Coefficients | [§f Model fit

[+ Estimates [+ R squared change Lz Ry Sne
[ Confidence intervals | [] Descriptives
X X Predicted Values Residuals
Level(%). (95 Part and partial correlations [ Unstandardized

ICo[Iinearity diagnostic%

[ Covariance matrix Standardizad

. Adjusted
Residuals .
"] &E. of mean predictions
[”] Durbin-Watson [ Studentized delstad
Casewise diagnostics Distances Influence Statistics

Mahalanobis

@
Standardized DfBeta(s)
Leverage valueeé DfFit

Standardized DfFit
Covariance ratio

Prediction Intervals

[Continue][ Cancel ][ Help ]

[] Mean [] Individual
Confidence Interval: %

Coeflicient statistics

| Create coefficient statistics
@

Export model information to XML file

‘ | [Bruyse ]
[« Include the covariance matrix

425
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Model Summary
Change Statistics
Adjusted R Std. Error of R Sguare

Model R R Square Square the Estimate Change F Change dft df2 Sig. F Change
1 9372 .B78 863 5.35679 .ave 60.897 2 17 .ooo
2 g72b 946 936 367547 068 20.110 1 16 .000

a, Predictors: (Constant), normal, physical_activity
b, Predictors: (Constant), normal, physical_activity, pa_x_normal

R2 change 0.068 is 6.8% (i.e., .068 x 100 = 6.8%), which is the percentage
increase in the variation explained by the addition of the interaction term

Coefficients®
Standardized

Unstandardized Coeflicients Coefficients 95.0% Confidence Interval for B

Model B Std. Error Beta t Sig. Lower Bound | Upper Bound
1 (Constant) 27155 2475 10972 000 21.933 32376
physical_activity 056 013 365 4298 000 028 083

narmal 24412 2.396 865 10.190 000 19.358 29.467

2 (Constant) 32.694 2100 16.570 oog 28.243 37146
physical_activity 016 013 104 1.267 223 -1 042

normal 13.353 2,964 473 4506 0og 7.070 19636
pa_x_normal .080 018 537 4.484 000 042 117

a. Dependent Variable: HOL

Using the values obtained above, we can write the regression equation

HDL = 32.694 + (0.016 x physical_activity) + (13.353 x normal) + (0.080 x
pa_x_normal)
426
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Mediator analysis using
SPSS

Mediator

Is there an association of the = I?ii;ﬂﬂ
independent variable with the
mediator? T T
= Exam Score (DV) e
m IQ scores (Predictor variable s 4500 ea00

7.00 39.00 116.00

or Independent Variable) IR
m Weekly study hrs (Mediator)
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Dependent:

= | &b Weekly study Hrs [St..

| f 1C scores [IQ]

Block 1

- |&> Final Exam Scores [Exam_sc...

of 1

Independent(s):

&) IC scores [IQ]

Selection Variable

Case Labels:

| [ganstes..)

e

18 Linear Regression: Statistics

Regression Coefficients

| Elégsatir'nategE

WLS Weight:

[C] Confidence intervals

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

[] Covariance matrix

Residuals

[] Durbin-Watson

[+ Model fit
[ R squared change

[[] Descriptives

=l Part and partial correlations

[7] Collinearity diagnostics

[C] Casewise diagnostics
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Model Summary
Change Statistics
Adjusted R Std. Error of R Square Sig F
Model R R Sguare Square the Estimate Change F Change dft df2 Change
1 5347 402 356 7.80947 402 8.735 1 13 011
a. Predictors: (Constant), 10 scores
ANOVA®
Sum of
Model Squares df Mean Square F Sig
1 Reagression 532.758 1 532.758 8.735 o11®
Residual 792.842 13 60.988
Total 1325.600 14
a. Dependent Variable: Final Exam Scores
b. Predictors: (Constant), 1Q scores
Coefficients®
Standardized
Unstandardized Coeflicients | Coefficients
Model B 5td. Error Beta t Sig
1 (Constant) 148.028 34106 4.340 001
1Q scores - 866 .293 -.634 -2.956 011
a. Dependent Variable: Final Exam Scores
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#8 Linear Regression

&, ‘Weekly study Hrs [St - ‘ & Final Exam Scores [Exam_sc. |
& 10 scores [IQ) Block 1 0f 1

Independent(s).
& 10 scores [IQ)
& Weekly study Hrs [Study_Hrs]

Selection Variable:
-~ |

Case Labels

LA
WLS Weight

1R Linear Regression: Statistics x

Regression Coefficients
[+ Estimates
[*] confidence intervals

] Covariance matrix

Residuals

[] Durbin-Watson
[] Casewise diagnostics

[¥ Mode! it
Fi

|| Descriptives

squared chang

F Part and partial correlations
E Collinearity diagnostics
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Model Summary
Change Statistics
Adjusted R Stid. Error of R Square Sig. F
Model R R Square Square the Estimate Change F Change dr1 df2 Change
1 855% 732 6B7 5.44381 732 16.365 2 12 .000
a. Predictors: (Constant), Weekly study Hrs, 10 scores
ANOVA®
Sum of

Model Squares df Mean Square F Sig.
1 Regression 969.980 2 4849490 16.365 000®

Residual 355620 12 29635

Total 1325.600 14
a. Dependent Variable: Final Exam Scores
b. Predictors: (Constant), Weekly study Hrs, 10 scores

Coefficients®
Standardized
Unstandardized Coefficients Coefficients

Model B Std. Error Beta t Sig
1 (Constant) 100.498 26.802 3750 003

1Q scores -.334 247 -.245 -1.355 .200

Weekly study Hrs -3.446 897 -.694 -3841 002

a. Dependent Variable: Final Exam Scores

The study hrs is a mediator variable. When we add mediator variable and the

strength or di

rection of IV and DV decreases
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MANOVA: Multivariate

Analysis of Variance
using SPSS

" JE
Review of ANOVA: Univariate Analysis of Variance

= An univariate analysis of variance looks for the causal impact
of a nominal level independent variable (factor) on a single,
and interval level dependent variable.

Analysis of Variance (ANOVA): Required when there
are three or more levels or conditions of the independent
variable.

- What is the salary (dependent variable) of different
degree levels graduates in Malaysia (MBBS, BDS, BSc
Biotech, Business degree, Physiotherapist
(Independent variables)
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Review of Factorial ANOVA

m Two-way ANOVA is applied to a situation in
which you have two independent nominal-
level variables and one interval or better
dependent variable

m Each of the independent variables may have any
number of levels or conditions (e.g., Treatment 1,
Treatment 2, Treatment 3...... No Treatment)

m In a two-way ANOVA you will obtain 3 F ratios
One of these will tell you if your first independent variable has a significant
main effect on the DV
A second will tell you if your second independent variable has a significant
main effect on the DV
The third will tell you if the interaction of the two independent variables has
a significant effect on the DV, that is, if the impact of one IV depends on

the level of the other

435
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. .
Review: Factorial ANOVA
.
Tests of Between-Subjects Effects
Dependent Yariable: TIMENET
Type Il Sum Partial Eta Moncent. Ohsered
Source of Squares df hlean Square F Sig. Sguared Parameter Power
Corrected Model 284 3167 5 56.863 2.380 0449 170 11.802 718
Intercept 1104.767 1 1104767 46.246 ooo 444 46.246 1.000
COLLEGE ® B0.525 2 40263 | #1685 | o 104 055 331 341
MARRY ™ 10.535 1 10.535 441 509 oos 441 100
COLLEGE ™ MARRY 171.312 2 85.656 ® 3556 ® 034 110 717 642
Error 1385.544 a8 22,889
Total 2800.500 B4
Corrected Total 1669.859 63
2. Computed using alpha= .05
b. R Squared = 170 (adjusted R Sguared = 088)
Tests of Hypotheses:
(1) There is no significant main effect for education level (F(2, 58) = 1.685, p =
.194, partial eta squared = .055) (red dots)
(2) There is no significant main effect for marital status (F (1, 58) = .441, p =
.509, partial eta squared = .008)(green dots)
(3) There is a of marital status and education level (F
(2, 58) = 3.586, p = .034, partial eta squared = .110) (blue dots)
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MANOVA: What Kinds of Hypotheses
Can it Test?

= A MANOVA or multivariate analysis of variance is a way to test the
hypothesis that one or more independent variables, or factors, have
an effect on a set of two or more dependent variables

For example, you might wish to test the hypothesis that sex and
ethnicity interact to influence a set of job-related outcomes
including attitudes toward co-workers, attitudes toward
supervisors, feelings of belonging in the work environment,
and identification with the corporate culture

As another example, you might want to test the hypothesis that
three different methods of teaching writing result in significant
differences in ratings of student creativity, student acquisition
of grammar, and assessments of writing quality by an
independent panel of judges

437

MANOVA

m  The one-way multivariate analysis of variance (one-way MANOVA) is
used to determine whether there are any differences between
independent groups on more than one continuous dependent
variables.

m Example:

To understand whether there were differences in students' short-
term and long-term recall of facts based on three different lengths
of lecture (i.e., the two dependent variables are "short-term
memory recall" and "long-term memory recall”, whilst the
independent variable is "lecture duration", which has four
independent groups: "30 minutes", "60 minutes”, "90 minutes"
and "120 minutes").
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Assumptions of MANOVA

1. Multivariate normality
CJAIl of the DVs must be distributed normally
DAnIy Iir“ear combination of the DVs must be distributed

DAl s bsets of the variables must have a multivariate normal
distribution

2. Homogenelty of the covariance matrices

ANOVA we t Iked out the need fo[ the vana[nces of the
ependent variapl to e equal across levels of the
|n epen ent variable

n MA , the u |var|at? eqﬁlrement of equal variances
as to or each one of the'dependent variables

3. Independence of observations

1 Subjects’ scores on the dependent measures should not be
influenced by or related to scores of other subjects in the
condition or level

439

= JEE—
Example — MANOVA in SPSS

The students at a higher secondary school come from three
different primary schools. The school Principal wanted to know
whether there were academic differences between the students
from the three different primary schools.

The principal randomly selected 20 students from School A, 20
students from School B and 20 students from School C, and
measured their academic performance as assessed by the
marks they received in English and Maths exams. We have
two dependent variables were "English score" and "Maths
score", whilst the independent variable was "School", which
consisted of three categories: "School A", "School B" and
"School C".
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m Click Analyze > General Linear

Model > Multivariate.

Data Transform Analyze Graphs Utlties Add-ons Window  Help

= ey -
3 M el oo | 8 ] B
B Descriptive Statistics 3 = =
65.00 Compare Means 3
iender Maths General Linear Model Y| univariate.
Generalized Linear Models >
Male - Bl HMuttivariate...
Mixed Models 3
Male Correiat b @ Repeated Measures...
Male Correlate
Regression 3 MWariance Compenents...
Male =
Loglinear 3
Male =
Classify »
Male -
Val Dimension Reduction 3
ale
Scale 3
Male
Nonparametric Tests 3
Male
Forecasting 3
Male Survival 3
Male Multiple Response »
Male Quality Control »
Male ROC Curve..
Male UEUU TooU 441

£ Multivariate

Dependent Variables: Dependent Variables:
|{| School | -_ f Englih_Score -_
f English_Score s ‘ Waths_Score |
f Waths_Score ll

Fixed Factor(s): Fixed Factor(s).

- &
.
Covariate(s): Covariate(s):
.
WLS Weight: WLS Weight:
S— .

Transfer the independent variable, School, into the Fixed
Factor(s); and transfer the dependent variables,
English_Score and Maths_Score, into the Dependent
Variables:

R
N
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2if Multivariate: Profile Plots

i Multivariate: Profile Plots

Factors: Horizontal Axis:
= @ |

Plots: Ad Change

Separate Lines:
——

Separate Plots:
—

Factors: . Horizontal Axis:
School |_') « || School
14

Separate Lines:
—

Separate Plots:
—

Plots: Change | | Remove

(continve] _cancel |[_tep |

rcmu‘\a_m T )

Horizontal Axis

Transfer the independent variable, School, into the

Click Add

443
]
Click Add. You will see that "School" has been added to the Plots
%It Multivariate: Profile Plots
Factors: Horizontal Axis:
School | |
Separate Lines:
Separate Plots:
w2 |
Plots:
School
| continue _cancel |[_rer |
444
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Transfer the independent
variable, School, into the
Post Hoc Tests for: and
select the Tukey checkbox in
the -Equal Variances
Assumed- area

"
Click post hoc

Factor(z): Post Hoc Tests for:

| School |

Equal Variances Aszzumed

"Equal‘e'ariancea Not Assumed

445

£ Multivariate: Post Hoc Multiple Comparisons for Observed... rz|

Factor(z): Post Hoc Tests for:

School School

it Multivariate

Dependent Variables:

’ English_Score
rEqual Variances A d fmms_Swe
|:| LSD |:| |:| Waller-Duncan
[C] Bonferroni [+l Type UType Il Error R Fixed Factor(s)
[ sidak [T Tukey's-b [C] Dunnett - il seran
= Scheffe I} Duncan Control Category: Last q
[[] RE-g-w-F [] Hochberg's GT2 [Test Coariels)
[C] RE-GW-0 [[] Gabriel ’:m 2-sided @ < Control @ > Cont

-»

Equal Variances Mot A d
[D Tamhane's T2 [] Dunnettz T3 [C] Games-Howel [[] Dunnetts C = WLS Weight:

e (corivue)(_carce ) (_res |

EFEEN Y

446
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Estimated Marginal Mean:

Factor(z) and Factor Interactions:

Display Means for:

(OVERALL)
School

Displa
] Descriptive statistics
[T Estimates of effect size
[C] Observed power

|| Parameter estimates
] s=CP matrices

[] Residual SSCP matrix

D Transformation matrix

[T] Homogenety tests

[T] spread vs. level plot

[ Residual plot

O] Lack of fit

D General estimable function

Significance level Confidence intervals are 95.0 %

Transfer the independent variable,

"School", from the Factor(s) and Factor
Interactions: into the Display Means for:

@ Multivariate: Options

Estimated Marginal Mean

Factor(s) and Factor Interactions

Display Means for

School

(OVERALL)

School

[~] compare main effects

Displa

[/l Descriptive statistics
[+l Estimates of effect size
[liObserved power

[T Parameter estimates.
[”] 5CP matrices

|| Residual S3CP matrix

(=] Transformation matrix
[C] Homogeneity tests.
[T] spread vs. level plot

[7] Residual plot

[7] Lack of fit

[ General estimable function

Significance level Confidence intervals are 95.0%

e {connue] _conce ) e

Select the Descriptive statistics, Estimates
of effect size and Observed power
checkboxes in the -Display- area.

Click continue and click OK

Descriptive Statistics
Schaoal Mean Std. Deviation M
English_Score  School A T5.E000 8.22960 20
School B 62.7000 910234 20
School © 61.5500 714124 20
Total BE.6167 10.304M 60
haths_Score School A 43.9000 8.46603 20
School B 40,7500 816201 20
Schaol C 30,7500 7.717a4 20
Tatal 384667 9.78144 60
Multivariate Tests?
Effect Partial Ela Moncent Observed
Walue F Hypothesis df Error df Sig Squared Parameter Power?
Intercept  Pillai's Trace 939 | 2435.0897 2000 | 56000 000 888 4870177 1.000
Wilks' Larbda 011 | 2435.0892 2000 | 56.000 000 LD 2870177 1.000
Hutelling's Trace 86.967 | 2434.089° 2000 | 56.000 000 988 4870177 1.000
Roy's LargestRoot | 86967 | 24350897 2000 | 56000 000 888 4870177 1.000
Schoal  Pillai's Trace 616 12.681 2000 | 114.000 000 308 40724 1.000
Wilks' Lambda 450 13.735% 4000 | 112.000 000 328 54.938 1.000
Hotelling's Trace 1.075 14782 4000 | 110,000 000 350 50128 1.000
Roy's Largest Root 915 26.072° 2000 | s7.000 000 478 52144 1.000

a. Exact statistic
b Computed using alpha= 05

. The statistic is an upper bound on F that vields a lower bound on the significance level.

d. Design: Intercept + Schoal

See the "Sig." value of .000, which means p < .0005. Therefore, we can conclude that this
school's students academic performance was significantly dependent on which prior school they

had attended (p < .0005).
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Tests of Between-Subjects Effects

Source Dependentvariable | Type 11 Sum Partial Eta Moncent, Ohserved
of Squares df Mean Square F Sig. Soquared Farameter Power?
Carrected Model English_Score 2434.233° 2z 1217117 18114 oo .389 36.228 1.000
Maths_Score 1885.633% 2 542817 14.295 oon 334 28.591 498
Intercept English_Score 2B6266.817 1 2BB266.817 | 3062769 oon 986 3862.769 1.000
Maths_Score 68781.067 1 69791.067 | 1346134 .ooo 959 1346134 1.000
Schoal English_Score 2434.233 2z 1217117 18114 .ooo 389 38.228 1.000
Maths_Score 1885.633 2 942817 14.295 .ooo 334 28.591 998
Error English_Score 3829.950 a7 67.192
Maths_Score 3759.300 a7 65.953
Total English_Score 272531.000 511}
Maths_Score 94426.000 G0
Carrected Total English_Score 6264.183 549
Maths_Score 5644.933 549

m The prior schooling has a statistically significant

a. R Bguared = 389 (Adjusted R Squared = 367)
b. Computed using alpha = .05
¢. R Sguared = 334 (Adjusted R Squared = 311)

effect on both English (F (2, 57) = 18.11; p < .0005;
partial n2 = .39) and Maths scores (F (2, 57) = 14.30;

p < .0005; partial n2 = .33).

449

Multiple Comparisons

Tukey HED
Dependent Wariahle ([ Schoal {1y Schoal 95% Confidence Interval
Mean
Difference (-

N)] Std. Error Sig. Lower Bound Upper Bound
English_Scare Schoal A School B 12,0007 259214 .0oo G.BG22 191378
School & 14.05007 2589214 ooo 78122 20.2878
Schoaol B School A -12 90007 2589214 ooo -19.1378 -6.6622
School © 1.1500 289214 297 -5.0878 7.3878
School C School A -14.0500° 259214 .0oo -20.2878 -raezz
School B -1.1500 259214 .aar -7.3878 5.0878
Maths_Score Schoal A School B 31500 256812 443 -3.0200 9.3300
School © 1315007 2.56812 .ooon 6.9700 19.2200
School B School A -3.1500 2.56812 443 -9.3300 3.0200
School © 10.0000° 2.86812 oo1 3.8200 16.1800
School C School A -13.1500° 256812 .0oo -19.3300 -6.9700
School B -10.0000 256812 0o -16.1800 -3.8200

Based on ohserved means.

The errorterm is Mean SquarelError) = 65,953,

* The mean difference is significant at the .05 level

The mean scores for English were statistically significantly different between School

A and School B (p <.0005), and School A and School C (p < .0005), but not
between School B and School C (p = .897).

Mean maths scores were statistically significantly different between School A and
School C (p <.0005), and School B and School C (p =.001), but not between
School A and School B (p = .443).
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Discriminant analysis
using SPSS

Discriminant Analysis

m Discriminant analysis is used to determine
which variables discriminate between two or
more naturally occurring groups.

m Discriminant analysis characterize the relationship
between a set of IVs with a categorical DV with
relatively few categories

It creates a linear combination of the Vs that best
characterizes the differences among the groups

Predictive discriminant analysis focus on creating a rule
to predict group membership

Descriptive DA studies the relationship between the DV
and the IVs.

452
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Discriminant Analysis

For example, an educational researcher may want to
investigate which variables discriminate between high
school graduates who decide to

(1) go to college,

(2) attend a trade or professional school, or

(3) seek no further training or education.

For that purpose the researcher could collect data on
numerous variables prior to students' graduation. After
graduation, most students will naturally fall into one of the
three categories. Discriminant Analysis could then be used
to determine which variable(s) are the best predictors of
students' subsequent educational choice.

453

g
Discriminant Analysis

m For example, a medical researcher may record different
variables relating to patients' backgrounds in order to
learn which variables best predict whether a patient is
likely to recover completely (group 1), partially (group 2),
or not at all (group 3).

m A biologist could record different characteristics of similar
types (groups) of flowers, and then perform a
discriminant function analysis to determine the set of
characteristics that allows for the best discrimination
between the types.

454
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Discriminant Analysis

m Possible applications:

Whether a bank should offer a loan to a new
customer?

Which customer is likely to buy?

Identify patients who may be at high risk for
problems after surgery

455

" JE
Promotional Campaigns

m |dentify groups based on their response to
promotional campaigns
One group purchases a lot on promotion
Other does not

m |dentify characteristics that distinguish these two
groups

456
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Discriminant Analysis

m How does it work?

Assume the population of interest is composed of
distinct populations

Assume the IVs follows multivariate normal
distribution

DS seek a linear combination of the IVs that best
separate the populations

457

" JE
Discriminat Analysis

m For example
A borrower is looking for bank loan

There are two groups in customers (Good and Bad) bank will
have

For good customers bank will give the loan

For bad customers extend the loan after collecting good
collaterals and guarantee form from a reputed rich person

On what basis will we assign a new comer to the bank to
borrow?

458
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Discriminant analysis
m Computing the centroids is the main objective
of discriminant analysis
m We will use the customer satisfaction data file
m There are two groups

m |[f a new customer is to be assigned in either
Islamic banking or conventional banking group
how well it discriminates

m What are the centroids? What is the function it
forms? Let us test.

459

"
Discriminant analysis

r == W -
& mi @9 "0
Values Missing Columns Align

28 A2 {1.00, Stron... None 8 = Right
20 A3 {1.00, Stron... Nene 8 = Right
30 Ad {1.00, Stron... None 8 = Right
31 A5 {1.00, Stron_. None 8 = Right
32 Emi {1.00, Stron... None 1 = Right
33 Em2 {1.00, Stron... Nene 8 = Right
34 Em3 2 {1.00, Stron... None 8 = Right
35 Ema 2 {1.00, Stron_. None 8 = Right
36 Ems 2 {1.00, Stron... None 3 = Right
37 ct 2 {1.00, Stron... Nene 8 = Right
38 cC2 2 {1.00, Stron... None 8 = Right
3 c3 2 {1.00, Stron_. None 8 = Right
40 tangibility Numeric 8 2 Tangibility None None 13 = Right
41 reliability Numeric 8 2 Reliability None Nene 13 = Right
42 response Numeric 8 2 Response None None 10 = Right
43 assurance Numeric 8 2 Assurance None None 11 = Right
44 empathy Numeric 8 2 Empathy None None 10 = Right
45  customer Numeric 8 2 Customer Satisf... None None 10 = Right
46

48

51

6
st | variatie view 460
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Discriminant analysis

[
FaEEELEH A0 %

| Width  Decimals Label Values | Missing  Columns Align
8 2 {1.00, Stron... None 8 = Right
8 2 {1.00, Stron... None 8 = Right
8 2 {1.00, Stron... 8 = Right
8 2 8 = Right
8 = Right
8 = Right
I 8 = Right
I 8 = Right
I 8 = Right
1 8 = Right

Worsly came (a7]

38 C2 I 8 = Right
3 c3 1 | o vt © on sapine ot 1.00, Stron... None 8 = Right
40 Mtangibility 1|&n 5 I — jone None 13 = Right
41 reliability I E | lone None 13 = Right
42 L - None None 10 = Right
43  assurance Numeric 8 2 Assurance None None 11 = Right
44 empathy Numeric 8 2 Empathy None None 10 = Right
45  customer MNumeric 8 2 Customer Satisf... None MNone 10 = Right

peree P v s e | | [ RGN

I
I
I 3
g i e e ] =
c2 I :x AL > = Right
c3 I |&e © gonsepie o W ([Femmtgmns = Right
| 40 tangibiity | |2 - I i of | 8 o =Right
41 reliability [ o = = Right
2 t (Lo (2o one ) (cancet] e | | P m
43  assurance Numeric 8 2 Assurance None None 1" = Right
44 empathy Numeric 8 2 Empathy None None 10 = Right
45  customer Numeric 8 2 Customer Satisf... None None 10 = Right
=
47
48
49
50

B 5555 Stabmbcn Processor  ready
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SHER NE -~ AfhE 0% &
% += BB 2T

Sl IEW

Discriminant
minant
e (Data3esi) £:\msrs\cavindean\Deskeop\IEN SE5\Cumtomer satisfaction data.sav
\cte Datsset
roup Sotsncs W[
& e Vala W[ t000
{8 Bxs Test of Equality of Cavaria Eudeg  Mshg o outosrangs 0 ]
e g
48 Lou Determinants ‘n‘m‘mmm.....‘.%.. ’ ’
Ui Test Resuts
Summary of Cananical Discrimil Both missing or out-of- o o
& it e ard
L9 Eigsrwaluss iscriminaing vaable
£ Wik Lamsda Total o ]
@ sorsavazed Cononcacan| | rora a2 | wooe
ucture Matrc
Ly Canonical Diseriminant Fundio
L Funchicns at Group Centraids [e—
e Vali N Jistise)
@ cussscanonprocassiag | | Customer bankType wesn | w1 Daviston | Twararsd | wieipng
@ Tetarme Ganke oy | 18617 EEEE NG
(i cisssiscaton Resuts ranavany | 191993 s w1 | 2w
Rusponzs | 179228 e an | araoo
hasurance | 121910 35329 251 | 271000
Empaty | 131008 sama an | arnae
Tangieilty | 187407 Tau6e8 5| eraeo
revaviny | 191235 23900 o | srom
Response | 17,8305 18400 o | erneo
nzsursnce | 19704 2a50m o | srom
Empatny | 131481 soun s | sioo
Tt Tanaiy | 196470 EEE R
Renaciny | 131818 250813 52 | 3s2000
Response | 170034 24028 252 | 352000
pssurance | 182330 s40842 52 | 3s2000
Empoty | 191847 338100 252 | as2000
Analysis 1
Box's Test of Equality of Covariance Matrices
T — ¥

814 5755 Saatstcn Processor s ready
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@@MFGEL‘E@%%‘E‘BIQ-I
| 4= = +— <1 * I
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Standardised coefficients to rank the power of
discrimination by variables

variables

Rellabiiy

| e
L Clas sificabon Pracassing §

| Gl Prior Probainies tor Graus|
L Classificabon Resuits

Unstandardised coefficients to find centroids for
classification

Bl 5955 Siatitics Processer & ready

465

I Discriminant output - 4

SH&E éi.r«‘i&&%@\&inlal
«% +=HBHE Cha

o Centroids at means to classify

[che Datzret Functions ot Group Centraids.
ﬂ*:.."“ _ —{ < the new comer

nnnnnn
B

8 summar ,um wnical Discrimi
@

4 Exgeralues. Classification Statistics

| Sruchse ware Classiflcantion Processing Summary.
8 cwsnca oo | e £

Functions at Group Ceewolos
Emm‘l o Exuded Mis: cang 0

54.2% and 53.1% of customers only
classified correctly

o
& Geesncsonrocessing e e
o erorrssoines or ool | s o oupes s

Prios Praabilios for Grops
Temes Uiea m A
Type | Proc [ Treigites | wewred
TRlarm bare e T e
Comertion banks. 00 & | som
Total 1000 352 | 3sz0m0
Chassnicaion Aasuns

Customer bsnk Type
Cga Count e B
Convertional banks
W e bans
Convertions
3 58.0% o oriamal arowoed cases comecly dlase

B 5755 St Procasacr mreedy | ||

54% classification correct - poor (95% and above is good classification)
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Discriminant analysis (nterpretation)

*1. Box’s M — Compares the covariance matrices
Sig (p value) should be less than 0.05 to confirm
that covariance matrices are different

2. The Eigen Value explains the power of
discrimination. It should be more than 1

*3. The canonical correlation should be more than
80%

4. Wilk’s Lambda is like 1-R? . The Chi — square
should be significant to prove that the function
discriminates well

467

" JE
Discriminant analysis (nterpretation)

*5. The Standardized canonical discriminant function
coefficients can be used to rank the variables from best
discriminator to worst discriminator

*6. The structure matrix gives the correlations between
variables and expected variables produced by the
discriminant function.

*7. The unstandardized coefficients form the function and
also useful to find centroids

8. Centroids average will help in classifying the new
comers

468
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Cluster analysis using
SPSS

" JEE
Cluster Analysis

m Cluster analysis is an exploratory data
analysis technique design to reveal groups

m How?

By distance: close together observations
should be in the same group, and
observations in the groups should be far apart

m Applications:
Plants and animals into ecological groups
Companies for product usage

470
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Cluster Analysis

m Two types of method

Hierarchical: requires observations to remain
together once they have joint in a cluster

m Complete linkage

= Between groups average linkage

= Ward’'s method

m It requires the number of clusters to be specified in
advance, and the initial number chosen may split natural
groupings or combine two or more groups that are
rather different from each other.

Nonhierarchical: no such requirement

m Research must pick a number of clusters to run (K-means
algorithm)
471

" JE
Cluster Analysis

m Recommendations:

For relative small samples, use hierarchical
(less than a few hundred)

For large samples, use K-means

472
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Hierarchical Cluster analysis — Example -
Dogs species weight and height

S £30. MISTAILINLS LUSIET dniatyss SHIdI-UUSLEL3aY [LUdLE3e1] - 10M 3133

View Data Transform Analjze DirectMarketng Graphs Utiities Add-ons Window

File Edit View Data Transform Analyze DirectMarketing Reports 3 I @ == 5‘7\
% — . = Descriptive Statistics » ¢
=t H = e E&% L | Tables »
e ‘ | Mame | Weightki  Comparebieans B
¥ H T ‘l e H _ | Besfy General Linear Model 3
= 5 e S ”;: P = 'Cm; 7 _|Benny Generalized Linear Models M
1 |Besky . _|Bertie Miged Models »
Benny 9.34 3438 _ | Bifty Correlate N
Bertie 10.79 40.86 _lsily Regression »
Biffy 11.04 37.07 _| Champ y— N
Billy 874 a7 | Charger Neural Networks 3
Champ 294 2298 i g:“‘* Classity > IR
_| Chewy b
Charsar 299 16.21 : Chechee Dimension Reduction » Means Cluster
Charlie 266 2238 | Chico £ " |l Hierarchical Cluster
Chewy 232 19.68 chiet Nonparametric Tests » B
Chechee 282 2011 “lLaddy e " | Disciminant
Chica 234 1378 Lamy Sunaval ' o
= e t Neighb
Chief 312 2092 | asse Wl Rosponze | B et eintor
Laddy 2057 5169 lLemmy [ wissing Value Analysis
Larry 29,64 £9.03 | Loco Multiple Imputation »
Lassie 2659 5298 LouLou Complex Samples 3
L 1303 5069 _ Quality Control »
emmy . _| ROC Curve
Loco 32.83 60.26 n
18 LouLou 31.23 61.34
473
]
G Hierarchical Cluster Analysis
Variables(s):
& Weight kilos
& Height.cms
-
N
Label Cases by d Hierarchical Cluster Analysis: Statistics ﬂ
Cluster [Wl:Agglomeration scheduls
@ cases O Variables [ Proximity matrix
Display Cluster Membership
Statistics Flots
Cis=T & P @ None
[ ok ][ paste |[ Reset |[cCancet|[ Help | © Single salution
© Range of solutions
[Conﬁnue] [ Cancel 1 [ Help 1
474
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@ Hierarchical Cluster Analysis

s N
Q Hierarchical Cluster Analysi... u

Variables(s):
& Weightkilos
& Height.cms

Label Cases by

Cluster

@ Cases @ Variables
Display

|+l Statistics [+ Plots

[ gendrogran}:

rlcicle

@ All clusters
© gpecified range of clusters
Startcluster: |1

clu

© None

~Orientation

® Vertical
© Horizontal

(Continue ) canca || rtp_|

475
|
.
Hierarchical Cluster Analysis: Method e
Cluster Method: vé‘
rMeasure
@ Interval: |Squa.redEudldean distance hd |
2w 2w
@ Counts: |Chi-sguared measure -
@ Binary  |Sguared Euclidean distance =
Present: |q Absent: |g
r Transform Value: Transform Measure
Standardize: "] Absolute values
@ By variable [] Change sign
@®bByc [] Rescale to 0-1 range
(continue) _cancer | wetp |
¢
476
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Dissimilarity matrix

Proximity Matrix

1TLota
16Loulou | 1155508

1234.868

1221925

G:Champ
186
17

13 Laddy

14Lamy

1111838
1155088

573,047

15.LouLou

809

“This Is 3 dissimilarity matix

m The more value more the dissimilarty

m If the value is low the organisms are very
close to each other.

477
" J
Agglomeration Schedule
Cluster Combined Stage Cluster First Appears
Stage | Cluster1 [ Cluster2 [ Coefficients Cluster 1 Cluster 2 MNext Stage
1 16 17 12 0 0 ]
2 9 10 .330 0 i 5
3 i 8 549 0 0 12
4 2 5 815 0 i 8
5 9 i 1.679 2 0 7
i 13 15 2.991 0 0 1"
7 9 12 4.749 5 0 12
8 1 2 6.892 0 4 15
g 16 18 9.317 1 i 13
10 3 4 16.631 0 0 15
1 13 14 24.022 6 0 13
12 6 9 34.561 3 7 14
13 13 16 49.276 1 9 17
14 6 7 67.473 12 i 16
15 1 3 98.032 8 10 16
16 1 G 1001.275 15 14 17
17 1 13 B167.574 16 13 0
478
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Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine

1] 3 10 15 20 23
1 1 1 1 1

Lemmy 16—
Loco 17—
LouLou 18

Laddy 13—
Lassiz 16—
Larry 14—
Champ (] o
Charlie o] |
Chewy 9

=

Chechee 10—

Chico "

Chief 12—

Charger T

Benny 2

Billy 5

Beefy 1

Bertie el

Biffy 41—

479
" JE
K luster an alysis

“23 cluster_children.sav |Uatadetl] - 18M SP5) Statistics Uata kdrtor —

le Edit View Data Transform Analyze DirectMarketing Graphs Ui

= A )

SHE M e~ Fll M

MName age mem_span iq read_ab

1 Oscar 4.00 420 101.00 560
2 Susie 4.00 4.20 101.00 5.60
3 Kimberly 410 390 108.00 5.00
4 Louise 550 420 90.00 580
5 Ronald 5.50 4.20 90.00 580
6 Charlie 5.50 4.10 105.00 6.00
7 Gertrude 570 360 88.00 530
8 Beatrice 590 4.00 90.00 6.00
9 Queenie 5.90 4.00 90.00 6.00
10 Thomas 590 4.00 90.00 6.00
" Harry 6.15 5.00 95.00 6.40
12 Daisy 6.20 4.0 98.00 6.60
13 Ethel 6.40 5.00 106.00 7.00
14 Angus 6.70 440 95.00 7.20
15 Morris 6.90 450 91.00 6.60
16 John 6.90 5.00 104.00 7.30
7 Noel 720 5.00 92.00 6.80
18 Fred 7.30 550 100.00 7.20
19 Peter 7.30 5.80 100.00 7.20
20 lan 750 540 96.00 §.60 480
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cluster_children the data on children's reading and cognitive performance again.sav [DataSet2] - IBM SPSS Statistin

le Edit View Data Transform Analze DirectMarketing Graphs Utilties Add-ons Window

E= N - Reports » BB &
H =l g = &7
= Descriptive Statistics 3 @ '—é
‘ Tables 3
Name ” age Compare Means » pd_ab H var || var
1 Oscar 4. General Linear Model 3 5.60
2 Susie 4 Generalized Linear Models > 5.60
E Kimberty 4 Mixed Models b 5.00
g Louise 5 Correlate 3 5.80
5 Ronald 5 Regression v 5.80
6 Charlie 5. 6.00
Loglinear 3
i Gertrude 5 Meural Metworks 3 530
8 Beatrice 5. Classity 3
9 Queenie 5 . . [ TwoStep Cluster
10 Thomas 5 Dimension Reduction 3 _Means Cluster...
11 Harry 6. SZE ' [T Hierarchical Cluster
Monparametric Tests »
= Daisy 5 ;Ure:asting » E Tree.
i Ethel 64 — ) N B Discriminant
14 Angus 6. &
B | Maris 64 Mutiple Response y | B Wearest Neignbor
16 John 5¢ [ Missing Value Analysis. 730
17 Noel 74 Multiple Imputation 3 6.80
18 Fred 7. Complex Samples 3 720
19 Peter 7. Quality Control 3 720
20 lan T ROC Curve 6.60
21
481
"
@ K-Means Cluster Analysis |_ EX
Variables
& age [age]
y short-term memory span [mem_span]
& alia
¥ reading ability [read_ab]
Label Cases by
Iiﬁ Name [Name] |
Number of Clusters: Wethod
@ lterate and classify © Classify only
rCluster Center.
[E] Readinitial: #2 K-Means Cluster: Save Newﬂ
[ write final E Distance from cluster center
rite final:
e |Conh'nue| Cancel Help
File... =
[_ok ][ Paste |[ Reset |(cancel [ Heln
482
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t-\ K-Means Cluster Analysis

Variables:

[ wirite final:
®

Number of Clusters:

Cluster Centers
[] Read initial:

& age [age]
& short-term memory span [mem_span]
& 1aiq
& reading ability [read_ab]

Label Cases by:

|i§, Mame [Name]

@ lterate and dlassify © Classify only

Method

[_ok ][ Ppaste | Reset | (cancel| [ Help |

K-Means Cluster Analysis: Opt‘.@

Statistics

|/ Initial cluster centers

[ ANOVA table

["] Cluster information for each case

Mizsing Values
@ Exclude cases listwise

© Exclude cases pairwise

(Continue) (_cancel] (e

483

Initial Cluster Centers

Cluster

2

age

L]
reading ahility

short-term memaory span

6.20
4.80
98.00
6.60

570
3.60
88.00
5.30

410
3.80
108.00
5.00

Iteration History®

Iterati
1

2

Change in Cluster Centers

on 1

2

3

272
.000

2.353
.000

3133
.000

a. Convergence achieved due to no or
small change in cluster centers. The

maximum absolute coordinate

change for any center is .000. The
current iteration is 2. The minimum
distance between initial centers is

10168
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Final Cluster Centers
Cluster
1 2 3
age 614 6.06 573
short-term memaory span 4.88 419 450
[w] 98.25 9013 10575
reading ahility 6.55 6.04 6.33
Final Cluster Centers
Cluster
¥ [ age
shortterm memaory span Final Cluster Centers
a Variables
Lo o A
Copy Ctri+C - |Bireacing abilty
ANova Paste Ci+V 1004
Cluster
Mean Square dr (D EED Sig.
age 242 2 Select Table 827 80
shortterm memory span 947 2 Create Graph » [ gar §
@ 345,938 2 Table Properties ;m S o
reading ability 527 2 - =
The F tests should be used only for descriplve purposes| 201! Properties Line
maximize the differences among cases in different cluste(  TableLooks . ol
corrected for this and thus cannot be interpreted as tests =
equal Insert Footnote Pie
Number of Cases in each 1
Cluster Pivoling Trays o
m Toolbar Cluster 1 Cluster 2 Cluster 3
Cluster
485
" JEE
ANOVA
Cluster Error
Mean Sguare df Mean Square df F Sig.
age 242 2 1.258 17 192 | 827
short-term memory span 947 2 261 17 3622 0449
[[e] 345938 2 383 17 90.302 000
reading ahility 527 2 466 17 1.130 [ 346 )
The F tests should be used only for descriptive purposes hecause the clusters have been chosen to
maximize the differences among cases in different clusters. The ohserved significance levels are not
corrected for this and thus cannot be interpreted as tests of the hypothesis thatthe cluster means are
equal.
Age and reading ability variable is not significant to make the cluster. Short
term memory span and IQ is significantly good for having cluster formation.
Number of Cases in each
Cluster
Cluster 1 5.000
2 8.000
3 4.000
Walil 20.000
Missing 000
486
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fﬁ *cluster_children the data on children’s reading and cognitive performance again.sav [DataSet

File Edit View Data Transform Anahze DirectMarketing Graphs Utilities A
[ i § LB ees
He I -~ BEf H &
5
Name | age | mem_span ig read_ab |QCL_| QCL_2
1
1 Oscar 4.00 420 10100 560 1 367645 Cl
2 Susie 4.00 4.20 101.00 560 1 3.67645 u u Ster
3 Kimberly = 4.10 3.90 108.00  5.00 3.13349 .
4 Louise | 5.50 4.20 9000 580 2 62337 men IbeI’Sh | p
5 Ronald | 5.50 4.20 9000 580 2 62337
[ Charlie | 550 410 10500 600 93742 u H m h
7 Gertrude | 570 360 8800 530 2 235289 ow uc
8 Beatrice | 5.90 4.00 %000 600 2 28035 d H ﬂ:
9 Queenie | 5.90 4.00 %000 600 2 28035 Irrerence
10 Thomas | 5.90 4.00 9000 600 2 28035 f
1 Harry 6.15 5.00 9500 640 1 3.25587 rom
12 Daisy 6.20 4.80 9800 660 1 27164
13 Ethel 640 5.00 10600 700 110623 Cl u Ster
14 Angus 670 4.40 9500 720 1 339412
15 |Moms | 690 450 9100 660 2 137153 center
16 John 6.90 5.00 104.00  7.30 2.37566
17 Hoel 7.20 5.00 9200 680 2 2.45990
18 Fred 7.30 5.50 10000 7200 1 228310
19 Peter 7.30 5.50 10000 7200 1 228310
20 lan 750 540 9600 660 1 2 67956 487

ploratory factor analysis
(Principal Components
Analysis) using SPSS
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Factor analysis or Principal

components analysis

m Principal components analysis is a variable-reduction
technique. Data reduction technique

m |ts aim is to reduce a larger set of variables into a smaller
set of 'artificial' variables, called 'principal components’,

Let's say, we have 500 questions on a survey we designed to measure
persistence. We want to reduce the number of questions so that it does not
take someone 3 hours to complete the survey.
It would be appropriate to use PCA to reduce the number of questions by
identifying and removing redundant questions. For instance, if question 122
and question 356 are virtually identical (i.e. they ask the exact same thing
but in different ways), then one of them is not necessary.
The PCA process allows us to reduce the number of questions or variables
down to their PRINCIPAL COMPONENTS.

489

Assumptions

m Assumption #1: You have multiple variables that should
be measured at the continuous level or ordinal variables

m Assumption #2: There needs to be a linear relationship
between all variables. The reason for this assumption is
that a PCA is based on Pearson correlation coefficients,
and as such, there needs to be a linear relationship
between the variables.

m Assumption #3: You should have sampling adequacy,
which simply means that for PCA to produce a reliable
result, large enough sample sizes are required.

m Assumption #4: There should be no significant outliers.

490

245



" JE
Example

m A company director wanted to hire another employee for his company
and was looking for someone who would display high levels of
motivation, dependability, enthusiasm and commitment

m In order to select candidates for interview, he prepared a questionnaire
consisting of 25 questions that he believed might answer whether he
had the correct candidates. He administered this questionnaire to 315
potential candidates. The questions were phrased such that these
gualities should be represented in the questions.

m The director wanted to determine a score for each candidate so that
these scores could be used to grade the potential recruits.

491

" JEE
Example:
Wechsler Intelligence Scale for Children
m The most common assessment instrument used by

psychologists is the Wechsler Intelligence Scale for
Children.

m The test is divided into two sections with each section
containing a number of subtests.

Verbal Performance
Scale Scale Verbal Scale Performance Scale

Information  Picture Compilation o
Digit Span Symbol Search
Similarites ~ Coding
Mazes
Arithmetic Picture Arrangement

Vocabulary  Block Design

Comprehensi

Object Assembly
on

492
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"
Click Analyze > Dimension Reduction > Factor...
file  Edit View Data Transform  Analyze DirectMarkeing Graphs  Utilites Add-ons  Window  Help
L, Reports » : B= &N (4] Al
Jd B A | iy W @
E;j Descriptive Statistics » m = IJ]‘& N%
| Tables 3
client ‘l agemate Compare Means b jimil ‘l vocab ‘l digit ‘l pictcomp H parang || block || object ‘l codin
3 3| General Linear Model 3 9 12 9 6 il 12 7
4 3| GeneralizedLinear Models  * 7 1 12 6 8 7 12
5 3 WixedModels y 16 18 6 18 8 11 12
6 I comelate 3 12 9 7 13 4 7 12
7 2 ;sgrsssmn » E 12 9 7 7 1 4
8 1 . 12 10 12 6 12 10 5
Loglinear 3
¢ ! Neural Networks 3 8 n 5 L 9 4 4
10 2 . 18 10 7 § 14 " 10
Classify 3
J 12 I Dimension Reduc , L 2 2 10 1 10 9
imension Reduction
10 13 3 = i Eactor 10 12 9 -
1 14 3 Scale b [ Comespondence Analysis 15 12 0 10
b
12 15 3 Nonparametric Tests 1 Optimal Scaling " 7 by A
1 G g Forecasting T 73 73 0 [ ] 12
14 17 o Sunnval ' 1 [ 7 12 10 15 1
15 18 g|  CHLDEETEEE ' 15 13 8 11 13 11 1
493

4
Variables: - I
&9 client &, Infermation [info] Desciphes.,
. &> agemate &> Comprehension [co. Extraction
Transfer all the variables you want & Attimetic faitn] Rotation

‘b Similarities [simil]
& Vocabulary vocab]
& Digit Span [digif] Options.
& Picture Completion [
& Paragraph Arange.

& Block Desian [block]
& Object Assembly [o

& Coding [coding]

Selection Variable:

Scores

included in the analysis, into the
Variables box.

-

e

#3 Factor Analysis: Descriptives X !
Variables
tatistic & Informatian (info] |
[¥ Univariate descriptives % ::;‘r::’flr;::; (==
[+ Initial solution & [simil]
& Vocabulary [vocab]
Click Initial solution in the -Statistics- [ Corretation a1 ||| g%, Digit Span [digit
.. [¥ Coefficients [ Inverse & Picture Completion ..
area), also check Coefficients, KMO and il [ ﬁ;ﬁ;ﬁ‘fﬁ?ﬁ;;ﬁ;f&;
Bartlett's test of sphericity. ) ge . ] Anti-image & Object Assembly [o.
& Coding [coding]
Selection Variable:

494
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8 Factor Analysis | B3 Factor Analysis: Extraction X
Variables:
& client & Information finfa]
&5 agemate & Comprehension [co... e Display
% Arithmetic [arith] @ Correlation matrix Unrotated factor solution
& Similzrities [simil] @ Covariance matrix [7] Scree plot

& Vocabulary vocab]
(#]) | @ vonspanwon | (opane.. ]| e

& Picture Completion [

&, Paragraph Arrange... ® Based on Eigenvalue

3) Block Design [block] Eigenvalues greater than:
&, Object Assembly [o... © Fixed number of factors

&> Coding [cading] Factors to extract

Seleclion Variable:

o

Value... Maximum Iterations for Convergence:
* a A o o 7T AT

EER gl

495

" NN

$R Factor Analysis: Descriptives X '
Variables: h 2
SNy : Factor Analysis: Rotation “
¥ Univariate descriptives é
« Initial solution é “Method
. : V] u
orrelation Matrix .
Naone Quartimax
¥ Coefficients Inverse @ Picture Completion [ © - © -
8 fevels 1 R d!;PMIMM @ varimax © Equamax
L |
53 Determinant antimage | IS8 i © Direct Oblimin © Promax
¥ |KMO and Bartiett's test of sphericity & Delta: = r\_arra :
elta: |p Kappa |4
@@ Selection Variable: B

rDisplay

[ Rotated solution [ :Loading plot(si

Maximum Iterations for Convergence:
(continue | cancer [ _Heip_|
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T

8 ] - X Variables:
# Factor Analysis: Retation Information [info]
Comprehension [co...
rMethod
T Arithmetic [arith]
) Mone: © Quartimax Similarities [simil]
@) Varimax ©) Equamax Vocabulary [vocab]
o oneaonmin © Promax Digit Span [digif]
Delta: |p Kappa |4 Picture Completion [...
Paragraph Arrange...
, Block Design [block]
rDisplay )
Object Assembly [o...
. Rotated solution = Loading plot(s) Caoding [coding]
ISelection Variable:
Maximum lterations for Convergence: |25 = |
u Q M l:\".C'I!UE‘-..

= (o] o e (comen) (.

497

>

|
18 Factor Analysis

Variables:

& client & Information [info]
& agemate & Comprehension [co...
& Arithmetic [arith]
& Similarities [simil]
& Vocabulary [vocab]
& Digit Span [digif]

& Picture Completion [...
& Paragraph Arrange...

& Block Design [plock]
& Object Assembly [o... t= Factor Analysis: Options Ex
&> Coding [coding]

it

Selection Variable: rMissing Value

@ Exclude cases listwise
@ Exclude cases pairwise

o[ psste ][ meset | cancet] [ e | © Replace vith mean

rCoefficient Display Format

Sorted by size
ESgppress small coemcientsé

Absolute value below:
|Com'nue| Cancel Help

alue
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Descriptive Statistics

Mean

Std. Deviation

Analysis M

Information
Comprehension
Arithmetic
Similarities
Yocabulary

Digit Span

Picture Completion
Paragraph Arrangement
Block Design
Ohject Assembly
Coding

5.50
10.00
5.00
10.61
10.70
8.73
10.68
10.37
10.31
10.80
8.55

2812
2.865
2.307
3184
2.833
2704
2.834
2.660
2710
2.844
2872

175
174
1745
175
175
1745
175
175
174
175
175

The Descriptive Statistics table simply reports the mean, standard deviation, and
number of cases for each variable included in the analysis.

499
Correlation Matrix™
Comprehenst Ficture Faragraph Chject

Infarmation on Arithmetic | Similarities | vocabulary | DigitSpan | Completion | Arrangement | Block Design | Assembly | Coding

Comelation _Information 1.000 467 454 513 625 345 230 202 229 185 007

Comprzhension 467 1.000 392 510 531 236 407 187 369 322 061

Arithmetic 194 392 1.000 369 87 289 155 227 272 043 090

Similarities 513 510 369 1.000 538 260 369 208 261 269 -041

Vocabulary 625 531 387 538 1.000 204 285 132 207 185 100

Digit Span 345 236 269 260 294 1.000 075 148 073 035 173

Picture Completion 230 407 155 360 285 075 1.000 249 382 363 -072

Paragraph Arrangement 202 187 227 208 132 148 249 1.000 351 253 038

Block Design 29 369 272 261 207 073 382 351 1.000 399 107

Object Assembly 188 a2 043 269 185 035 383 263 399 1.000 083

Coding 007 061 00 -041 100 173 072 038 107 053 1.000

a. Determinant= 051
KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 828
Bartlett's Test of Approx. Chi-Square e
Sphericity af 55
sig 000

The Correlation Matrix is the correlation matrix for the variables included.
Kaiser-Meyer-Olking (KMO) statistic should be greater than 0.600 and the
Bartlett's test should be significant (p < .05). KMO is used for assessing sampling

adequacy and evaluates the correlations to determine if the data are likely to

CORRELATE on components
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Communalities

Initial Extraction
Infarmation 1000 693 A communality (h?) is the sum of the squared
Comprehension 1.000 578 H H
e T 000 i component Ioa(_jlngs a_md it repre_sents the
Similarities 1.000 616 amount of variance in that variable
vouabulary 1000 >4 accounted for by all the components
Digit Span 1.000 474
Picture Completion 1.000 561
Paragraph Arrangement 1.000 368
Block Design 1.000 601
OhjectAssembly 1.000 573
Coding 1.000 792

Extraction Method: Principal Compaonent Analysis

501
" J—
Total Variance Explained
Initial Eigenvalues Extraction Sums of Squared Loadings Ratation Sums of Squared Loadings
Component | Total % ofVariance | Cumulative % Total % of Variance | Cumulative % Total % ofVariance | Cumulative %
1 3829 34.806 34.806 3829 34.808 34.806 3023 27.485 27.485
2 1.442 13.109 47914 1442 13.109 47815 2208 20084 47 5A9
3 1116 10147 58.062 1116 10147 58.062 1154 [ 10.482 58.062 ]
4 890 8.002 66.153
§ 768 6.985 73138
6 633 5753 78.891
i 595 5412 84.303
8 522 4749 89.051
] 47 4281 93332
10 418 3.806 97.138
11 315 2.862 100.000

Extraction Method: Principal Companent Analysis

The variance explained by each component as well as the cumulative variance
explained by all components. Variance explained means the amount of variance in
the total collection of variables/items which is explained by the component(s).

For instance, component 3 explains 10.492% of the variance in the items.

We could also say, 58.062% of the variance in our items was explained by the 3
extracted components.
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Scree Plot
.
3
@
3
[d
g o
@
2
w
1
o
T T T T T T T T T T T
1 2 3 4 5 [ 7 8 a 10 1
Component Number
eigenvalues greater than 1 was generally accepted
503
u Rotated Component Matrix®
Component
1 2 3
Information 07
YVocabulary 181
Similarities 324 =172
Arithmetic A79
Comprehension 415
Digit Span 535 428
Object Assembly Ta6
Block Design A73 742 141
Picture Completion 246 649 -.280
Paragraph Arrangement 142 BET 63
Coding 108 .83

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Mormalization.

a. Rotation converged in & iterations.

Rotated Component Matrix shows you the factor loadings for each variable.

Based on these factor loadings, the factors represent: --The first 5 subtests loaded
strongly on Factor 1, which I'll call “Verbal 1Q” --Picture Completion through
Object Assembly all loaded strongly on Factor 2, which I’'ll “Performance 1Q” --
Coding loaded strongly on Factor 3.
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Bootstrap using SPSS

" JE
Bootstrapping

m Bootstrapping is a statistical technique that falls under the broader
heading of resampling. Bootstrapping can be used in the estimation of
nearly any statistic

m One goal of inferential statistics is to determine the value of a
parameter of a population.

m [tis typically too expensive or even impossible to measure this directly.
So we use statistical sampling. We sample a population, measure a
statistic of this sample, and then use this statistic to say something
about the corresponding parameter of the population.

m For example, in a chocolate factory, we might want to guarantee that
candy bars have a particular mean weight. It's not feasible to weigh
every candy bar that is produced, so we use sampling techniques to
randomly choose 100 candy bars. We calculate the mean of these 100
candy bars, and say that the population mean falls within a margin of
error from what the mean of our sample is.
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http://statistics.about.com/od/Descriptive-Statistics/a/Differences-In-Descriptive-And-Inferential-Statistics.htm
http://statistics.about.com/od/HelpandTutorials/a/What-Is-Statistical-Sampling.htm
http://statistics.about.com/od/Glossary/a/What-Is-The-Difference-Between-A-Parameter-And-A-Statistic.htm
http://statistics.about.com/od/Glossary/a/What-Is-The-Difference-Between-A-Parameter-And-A-Statistic.htm
http://statistics.about.com/od/HelpandTutorials/a/Ways-To-Find-The-Average.htm

" JEE
What is a Bootstrap

m A method of Resampling: creating many
samples from a single sample

m Generally, resampling is done with
replacement

m Used to develop a sampling distribution of
statistics such as mean, median,
proportion, others.

507
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Bootstrap confidence interval

m Bootstrap confidence intervals provide a
way of quantifying the uncertainties in the
inferences that can be drawn from a
sample of data.

m The idea is to use a simulation, based on
the actual data, to estimate the likely
extent of sampling error.
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Advantages and Disadvantages

m Advantages:

Avoids the costs of taking new samples (Estimate a sampling
distribution when only one sample is available)

Checking parametric assumptions

Used when parametric assumptions cannot be made or are very
complicated

Estimation of variance in quantiles

m Disadvantages:
Relies on a representative sample
Variability due to finite replications (Monte Carlo)

509
Bric cot view Data  Transform
Variable(s)
=1 A | Opt
} ﬁ L.:'.J = - & serumcholesterol
9:
-
serumcholest var
erol
1 370
2 3.80 —
= 180 7] Save standardized values as variables
- 2
5 4.50 #R Bootstrap x
8 450 [ {Perform bootstrapping
U 450 Number of samples
f 410 [7] Set seed for Mersenne Twister
9 4.70
10 4.80
" 4580 Confidence Intervals:
= 190 Level(3%)
= 4'90 © Percentile
7 4'% ® Bias comected accelerated (BCa)
15 5.00 SEIEID
16 5.10 © simple
= 5'10 © stratified
18 5.20 P
19 5.30 =
20 5.30
21 540
22 540 510
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Bootstrap Specifications

Sampling Method
Number of Sampl

Confidence Interval Level
Confidence Interval Type

25

(BCa)

Simple

1000
95.0%

Bias-corrected and accelerated

DESCRIPTIVES VARIABLES=serumcholesterol
/STATISTICS=MERN STDDEV VARIZNCE RENGE MIN MAX EURTOSIS SEEWNESS.

= Descriptives

Descriptive Statistics
Bootstrap®
BECa 95% Confidence Interval
Statistic Std. Error Bias Std. Error Lower Upper
serumcholesterol N 86 0 0
Range 6.70
Minimum 3o
Maximum 10.40
Mean 6.3407 0005 1495 6.0649 66324
Std. Deviation 1.39978 -01128 11313 119786 1.575908
Variance 1.959 -.018 315 1.431 2,499
Skewness 634 260 -.030 228 .220 973
Kurtosis 400 514 -.045 A7 -4 1.278
Walid M {listwise) ] 86 1] 0

a. Unless otherwise noted, bootstrap results are based on 1000 bootstrap samples
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