5 Structural equation models

5.1 Introduction

The single most important feature of the LISREL program is its facility to deal with a wide variety
of models for the analysis of latent variables (LVs). In the social sciences, and increasingly in
biomedical and public health research, LV models have become an indispensable statistical tool.

Because the whole framework of the LISREL model is based on relationships among LVs, it is
worthwhile to briefly illustrate the concept of a latent variable. Latent variables are ubiquitous in
some research domains, while in other contexts they are seldom used. In alcohol abuse studies, for
example, they are a major focus of attention. It is the complexity of attitudes and traits underlying
the alcoholism syndrome that is of greatest concern, rather than any specific behavior. As an
example, questionnaire items are frequently collected that deal with the functioning of the subjects
in a particular domain. Subsets of these items are often correlated. This implies that the subset
reflects a common theme. For example, consider the following items from a hypothetical survey,
used in a hypothetical model as shown in Figure 5.1:

Q1: How many alcoholic drinks do you generally consume on any occasion?
Q2: How many days in a typical week do you consume alcohol?
Q3: Do you frequently attend parties where alcohol is available?

O O O O

Q4: Do you have alcoholic beverages with meals?

=
o
G
T

Figure 5.1 Path Diagram for Hypothetical SEM

In this example, a possible LV would be Tendency to Use Alcohol. This is a LV because Tendency to
Use is a kind of unmeasurable propensity that is more than the combination of these items. The
higher the individual Tendency LV score is, the more likely that the person will endorse
questionnaire items regarding use and abuse of alcoholic beverages.

A LV is a statistical device used to summarize the information in a collection of correlated response
variables. A LV describes the information of a set of items and reduces them to a single new
measure. It is often assumed that the latent variable is superordinate to items on which it is based.
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There are basically three major reasons for the utility of LV models. First, this kind of model can
summarize information contained in many response variables by a few LVs. Consequently, the
approach is parsimonious. Second, when properly specified a LV model can minimize the biasing
effects of errors of measurement in estimating treatment effects. This means that the approach is
often more accurate than is a traditional version of the same analysis. Third, LV models investigate
effects between primary conceptual variables, rather than between any particular set of ordinary
response variables. This means that a LV model is often viewed as more appropriate theoretically
than is a simpler analysis with response variables only. A partial list of the sort of models that are
subsumed under the framework of LISREL's general LV structure includes factor analysis,
simultaneous equation models, standard growth curve processes, errors-in-variables models,
virtually all forms of classical regression, univariate linear models and multivariate linear models,
including the corresponding hypothesis tests on means and variances of classical experimental
design. Literally hundreds of published articles appear each year that feature LV models, and an
active program of statistical investigations on properties and extensions of LV models is carried out.

The hypothetical path diagram in Figure 5.2 shows seven X variables as indicators of three latent
& variables. Note that X, is an indicator for both & and &, . There are two latent 77 variables, each
with two Y indicators. The model involves errors in equations (the ¢ s), and errors in variables (the

es and J0s). A more detailed discussion of this model is given in Chapter 1 of the LISREL 8:
User's Reference Guide (1996).
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Figure 5.2 Path Diagram for Hypothetical SEM

The LISREL model for single samples (Joreskog & Sorbom, 1996) is defined by two components,
namely the structural equation model and the measurement model(s).
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The structural equation model

n=a+Bn+T&+{
(5.1)

where n is a mx1 vector of endogenous latent variables and where it is assumed that the nxI
vector § of exogenous latent variables has mean k and covariance matrix @, and that the mx1

vector { of error terms has zero mean and covariance matrix ¥, and cov(§,{)=0. If |I —B| =0,

and setting A =(I-B)™', it follows that

p,=A(a+Tx)
(5.2)

and

Cov(n) = A(l'®I' + ¥)A'
(5.3)

Measurement models

The measurement models for the p endogenous observed variables, represented by the vector y,
and the  exogenous observed variables, contained in the vector x, relate the observed (manifest)
variables to the underlying factors (latent variables) and may be expressed as

y=1,+Amn+g, E()=0, Cov(e)=0,

x=1,+AE+d, E(3)=0, Cov(d)=0,
(5.4)

respectively.

The mean vectors of the observed variables are

p,=71,+AA(@+T'x), p, =1, +AK
(5.5)
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In general, in a single population, T, T,, @, and k will not be identified without the imposition

X2

of further conditions. It further follows that

&

L, =A[ATOr +¥)A' |A, +0O

(5.6)
X =A®A +0O,
(5.7)
and
,=AAT®A,.
(5.8)

From (5.5) to (5.8), it follows that the covariance structure for the observed variables of the general
LISREL model may be expressed as:

X X
socof!]- [ 2
X v (5.9)

From (5.5), the mean structure of the observed variables of the general LISREL model follows as:

-{1]
X1 L (5.10)

LISREL fits the mean-and-covariance structure defined in (5.9) and (5.10) to the data on the
observed variables of the LISREL model. In this regard, LISREL can handle simple random sample
data as well as complex survey data.

Special cases of the general LISREL model are obtained by fixing and constraining the parameters

which are the elements in the 13 parameter matrices(a, K, T,, T, Ay, ALB T 9, ¥,0,.,0,0, ) .

A large number of submodels is obtained by setting certain parameter matrices equal to the identity
matrix or to zero. A few examples are:

0 The measurement model for x, x=A£+9.
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0 A structural equation model where y and x are observed without error (A, =L, A, =1,
0,=0,0,=0)
y=By+Ix+{

Kaplan (2000) pointed out that this model was a major innovation in econometric modeling. In the
special case where B =0, one obtains the multivariate multiple regression model

y=Ix+{

The general form of the LISREL model, due to its flexible specification in terms of fixed and free
parameters and simple equality constraints, has proven to be so rich that it can handle a large
variety of problems. Using the inequality constraints feature in LISREL, users constantly discover
new models, such as nonlinear growth curves (see du Toit & Cudeck, 2001) and vector time series
models with ARMA residuals (du Toit & Browne, 2001) that can be handled within the LISREL
framework.

There are many articles on structural equation modeling. Hayduk (1996), for example, gives a long
list of substantive areas where structural equation models are being used: addictions, criminology,
education, family studies, health, marketing, psychology, and sociology to mention just a few. A
very large number of technical and substantive articles using structural equation models have
appeared in dozens of journals.

The next section describes how to draw a path diagram and create syntax using the graphical user
interface of LISREL. An overview of the SIMPLIS syntax, which is used to specify LISREL models, is
given in Section 5.3. Thereafter, two illustrative examples are discussed in Section 5.4. In Section
5.5, a simulation study and empirical comparisons are used to assess the results produced by
LISREL in the case of complex survey data. An overview of the statistical theory implemented in
LISREL for the analysis of complex survey data concludes this chapter.
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5.2 Graphical User Interface

521 The new PTH window

The path diagram component of the graphical user interface (GUI) of the LISREL module consists of
the options and dialog boxes of the Setup menu on the PTH window of LISREL 8.7. This GUI
component allows you to interactively generate the syntax file by means of a path diagram, which
is a graphical representation of a structural equation model. The Setup menu on the PTH window of
LISREL 8.7 is reviewed in the next section while the four dialog boxes are reviewed separately in
the subsequent sections. Thereafter, the use of the graphic pane of the PTH window is outlined.

The Setup menu on the PTH window provides access to a sequence of four dialog boxes that can be
used to create a SIMPLIS or LISREL syntax file interactively by using a path diagram. A new PTH
window is opened as follows. Open LISREL 8.7 and select the New option on the File menu to
create the following window.

fj LISREL Windows Application -10| x|
File View Help

ﬂgl. !
Cipen, ..
Imporkt Data in Free Format

Impark External Data in Other Formats

Chrl+h
Chp 4

Prink Setup...

1 EX1.PTH
2 Ex1.0UT
3 Ex1.L55
4 i\ TechSupporthol,.PSF

Exit

Create a new document | LI S

Click on the New option on the File menu to load the New dialog box and select the Path Diagram
option from the New dialog box as shown below.

Chapter 5: Structural equation models 230



b

FRELIS Data ﬂ

SIMPLIS Project Cancel |
LISREL Project

Click on the OK button to load the Save As dialog box and then enter, for example, the name
demo.pth in the File name field to produce the following dialog box.

saveas 2| x|
Savejn:llﬂ TUTORIAL j - £k E-

Hlgc.PTH

H|rep1562.PTH
E repl.PTH

File narne: |u:|emn:|.|:-tH Save I
Save az bype: IF'ath Diagrar [*.pth) j Cancel |

v

5.2.2 The Setup menu

Next, click on the Save button to open the PTH window for demo.pth and then click on the Setup
menu to obtain the following window.

! i LISREL Windows Application - [demo.pth] - |I:I|5|

D Fil= Edit | Setup Craw \iew Image Outpuk Window  Help ;lilﬂ
J N Title and Carmments ... %l ul 7 | _ S S 5 |
=l Groups...

i J Groups: I_ é:::ﬁ'??s-- b odels: | »|  Estimates: m
Dhsewedl i’
VAR 1 Build LISREL Synkax F4
VAR 2 Build SIMPLIS Svntax  F&
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Typically, clicking on the Title and Comments option of the Setup menu will load the Title and
Comments dialog box (see Section 5.2.2). However, you can click directly on the Groups,
Variables or Data option to go to the Groups (see Section 5.2.3), the Variables (see Section 5.2.4),
or the Data dialog box (see Section 5.2.5). Once you have completed the four sequential dialog
boxes and drawn the path diagram, the SIMPLIS syntax file or the LISREL syntax file is generated by
clicking on the Build SIMPLIS Syntax or the Build LISREL Syntax option respectively.

5.2.3 The Title and Comments dialog box

The Title and Comments dialog box allows you to specify a title and additional comments for the
analysis. It is accessed by selecting the Title and Comments option on the Setup menu. This
selection loads the following Title and Comments dialog box.

Title and Comments X|

Title Title
I <string>
<commentl>
<comment2>
Comments
Mt »
<commentk>
oK. comment
Cancel

Note that the Title and Comments dialog box corresponds with the Title command as shown above.

Once you are done with the Title and Comments dialog box, click on the Next button to go to the
Group Names dialog box.

5.2.4 The Group Names dialog box

The Group Names dialog box is usually accessed by clicking on the Next button of the Title and
Comments dialog box. It is required for multiple group analysis and allows you to specify different
group names.

Note that the Group Names dialog box corresponds with the Group command as indicated on the
image below. For single group analysis, you can skip this dialog box by simply clicking on the
Next button.
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x

[Eroup Labels

< Previouz |
Group <labell>

Mext > Group <label2>

OF.

Group <labelk>
Cancel

Mate: Proceed ta the nest zcreen if the analvziz iz far one group anly.
Far multi-zample data, ingert group name rows by wzing the Down Arrow key,

Once the Group Names dialog box has been completed, click the Next button to go to the Labels
dialog box.

5.2.5 The Labels dialog box

The Labels dialog box allows you to specify the observed variables and latent variables of the
model interactively. Access to this dialog box is obtained by clicking on the Next button of the
Group Names dialog box. This selection loads the Labels dialog box as shown below.

Note that the Labels dialog box corresponds with the Observed variables and Latent variables
commands as shown above. Note also that the Add/Read Variables dialog box, which is loaded by
clicking on the Add/Read Variables button, corresponds with the System file from file and the Raw
data file from file commands.

If a LISREL system file (DSF) or a PRELIS system file (PSF) is to be used, you can browse for the
corresponding DSF or PSF by first selecting the LISREL System File option or the PRELIS System
File option from the drop-down list box respectively and then clicking on the Browse button.
Otherwise, you can add a list of variables by activating the Add list of variables radio button. When
you are done with the Add/Read Variables dialog box, click the OK button to return to the Labels
dialog box.

If the model includes any latent (unobservable) variables, you must specify labels for them by
clicking on the Add Latent Variables button to load the Add Variables dialog box. Click the OK
button after the label has been entered to return to the Labels dialog box. Once the labels for all the
latent variables of the model have been specified, you click on the Next button to return to the Data
dialog box.
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Obzermed Yanables Latent ' anablez
MName | | Name /] | Latent variables <labels>
12 Eig 12 < Previous |
Mewt = |
0k |
Cancel |
: : 7 Observed variables <labels>
i Add/Head‘Vanables Add Latent Variables |

fmwe Lown fave g flmwe Dowmn | h\nve [ |

Presz the Dowe/Arraw ko insert one row at a ime once a label has been tpped in the
PrEioLIE [l

Prezz the Ingert ke to inzert empty rows or the Delete key to delete selected rows

/

Add/Read ¥Yariables x| \— Add Yariables

Add ane ar lizt of variables here

x|
[e.q., warl - wark]:

|| Canicel

File Mame I CINSE,

~Infa System file from file <dsfname>
Select one of the two system files. or
The LISREL data system file has a Ok Raw data file from file <psfname>
D5F extension and the PRELIS

gpreadsheet a PSF extenzion.
Cancel

5.2.6 The Data dialog box

Specify the data to be analyzed by using the Data dialog box. It is usually accessed by clicking on
the Next button of the Labels dialog box. This action loads the following Data dialog box.
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System file from file
Groups: <filename>

I j I™ | Estimate [Htent meams

— Sunmary ztatiztics
File type: Edit |

LISREL System Data

¢ Previous

Statigtics from:

[ et >

Covarances

I Ellimati I | Eoraabommatted)  File name: Browsg... OF.

I C:%Program Fileshlisrel@F15TUTOF
Carnicel
Statisficsdncluded:

I | Meanineluded i the deta

dild

— | Covariance matrix
from fFile <filename>

—%eight Murmber of observations
[ Include weight matrix ||:|

T Sample size <number>

I b atrix to be analyzed

“WwWeight file name Broweze, IEDvariances j

r“““"""""'f::/ Asymptotic covariance
matrix from file

<filename>

Note that the Data dialog box corresponds with the System file from file, Covariance matrix from file,
Sample Size and Asymptotic covariance matrix from file commands as shown in the image above. If a
DSF or a PSF is selected in the Labels dialog box and the covariance matrix is the matrix to be
analyzed, the Data dialog box is redundant. In other words, in this case, you can click on the OK
button to return to the PTH window without completing the Data dialog box.

In the case of a single-group analysis, the Groups drop-down list box is not accessible. In the case
of a multiple group analysis, the Groups drop-down list box displays the labels of the different
groups as specified in the Group Names dialog box. In this case, specify the data for each group by
selecting the group name from the list box. If the latent variable means are to be compared across
groups, click the Estimate latent means check box.

Select the desired data type from the Statistics from drop-down list box if the covariance matrix is
not desired. Select the appropriate data file type from the File type drop-down list box if a DSF is
not preferred and then use the Browse button to browse for the corresponding file. You can open
the data file to be analyzed by clicking on the Edit button or specify the data by clicking on the New
button. If the asymptotic covariance matrix or asymptotic variances of the sample moments is to be
used in the analysis, you must check the Include weight matrix check box, select the type of weight
matrix from the drop-down list box and browse for the appropriate file. If a DSF or a PSF is not to
be processed, enter the number of observations in the Number of observations field. Select the
desired moment matrix from the Matrix to be analyzed drop-down list box if a correlation matrix
rather than a covariance matrix is to be analyzed.
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After all four dialog boxes are completed, click on the OK button to return to the PTH window.

5.2.7

The graphic pane of the PTH window

Once you are done with the four dialog boxes of the Setup menu of the PTH window, the graphic
pane of the PTH window is used to create a path diagram of the model to be fitted to the data. An
example of the graphic pane of the PTH window is shown below.

JRI=TEY
File Edit Setup Draw View Image oOutput ‘Window Help
| D= % [™=| 5|k S|A|2|
J Groups: I j todels: I j E stimates: IEstimates j
Observed| v ||
school =]
region = ] Al Zoom tool
acits || {@©OOO@@)
alcanns e IR
= || T T Text tool
Latent |Eta
ALCUSAGE [ = '
MRIUSAG |- ||| % % oy Two-way path tool
B | L Multi-segment path tool

Ready L [ o [ 4

~~~~~~~~~~~~~ One-way path tool

-------------- Select tool

You may use the following sequential steps to create a path diagram of the structural equation
model to be fitted to the data in the graphic pane of the window.

(0]

(0]
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Use the Select tool to click, drag and drop the observed variables, one at a time, from the
Observed list box into the graphic pane of the window.

If the model includes latent variables, use the Select tool to click, drag and drop the latent
variables, one at a time, from the Latent list box into the graphic pane of the window.

Use the One-way path tool to specify the regression relationships between the observed and
latent variables of the model.

If applicable, use the Two-way path tool to specify the covariance (correlation) relationships
between the latent variables and the error variables of the model.

If certain parameters of the model are fixed to specific values, certain parameters are set
equal to each other, a path needs to be removed from the model or certain graphic
properties are desired, the right-click menu of a path is used. This menu is activated by first

selecting the path by using the Select tool and then by right-clicking to view the following
menu.
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Fix
v Free
Set Yalue ...
Set Equalka ..,
Zancel Setting Equal

Delete

Characteriskics
Qpkions. ..

Make the Line Straight

The options on the menu above are used as follows.

(0]

O O O O

O O O

(0]

The Fix option is used to fix a parameter that was set free by default.

The Free option is used to free a parameter that was fixed by default.

The Set Value... option is used to specify the value for a fixed parameter.

The Set Equal to... option is used to set a parameter to be equal to another parameter(s).

The Cancel Setting Equal option is used to release an equality constraint that was
specified.

The Delete option is used to specify the deletion of a path or a selected object.
The Characteristics option is used to obtain information about the parameter.
The Options option is used to modify the graphic properties of the path.

The Make Line Straight option is used to automatically straighten a one-way path.

Once the path diagram has been drawn, click on the Build SIMPLIS Syntax option or Build LISREL
Syntax option on the Setup menu to generate the SIMPLIS syntax file or the LISREL syntax file
respectively.

5.2.8 The Weight Cases and Survey Design dialog boxes

The Weight Cases and Survey Design dialog boxes can be accessed if a PSF file is the active
window. This is accomplished by selecting the Data menu from the main menu bar.
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The Weight Cases option is used to calculate weighted sample statistics, for example means,
covariances, and asymptotic covariances. It is assumed that these weights are normalized in the
sense that the sum of sample weights equals the sample size.

Weight Cases

mRAY

EXERCISE
TOBACCO FATWT
WTREDLC

PATWT
REGION
RETPOFF

The Survey Design dialog box shown below is used to define the stratification and cluster variables
and to select a design weight. This information is stored within the PSF file and is retrieved
whenever a SEM, based on an continuous outcome variable, is fitted to the data contained in the
PSF file.

Survey Dezign

CSTRATM

LSETORBAC
FRIMCARE
PASTVIS
INJURY

BLODFPRES CPSUM
LRIME

CHOLEST

EEG

sRaY
ExERCISE
WTREDLC

MHUMMED
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5.3 Syntax

5.3.1 The structure of the SIMPLIS syntax file

The SIMPLIS syntax file, which is generated by the graphical user interface of the LISREL module,
can also be prepared manually by using the LISREL 8.7 text editor or any other text editor such as
Notepad and WordPad. The general structure of the SIMPLIS syntax file depends on the data to be
processed. If the raw data file to be processed is a PSF, the SIMPLIS syntax file has the following

structure.

TITLE Required
<string>

RAW DATA FROM FILE <psfname> Required
MISSING VALUE CODE <value> Optional
STRATUM <label> Optional
CLUSTER <label> Optional
WEIGHT <label> Optional
CASEWEIGHT <label> Optional
$CLUSTER <label> Optional
$PREDICT <labels> Optional
LATENT VARIABLES Optional
<labels>

RELATIONSHIPS Required
<relationships>

SET <instruction> Optional
LISREL OUTPUT <options> Optional
PATH DIAGRAM Optional
END OF PROBLEM Required

where <string> denotes a character string, <label> denotes a case-sensitive variable name used in
the raw data or moment matrix file, <labels> denotes a list of case-sensitive variable names used in
the raw data or moment matrix file or for the latent variables of the model, <psfname> denotes the
complete name (including the drive and folder names) of the PSF, <value> denotes any real
number, <relationships™> denotes a list of model expressions (see Section 5.3.24) and <instruction>
denotes a parameter statement (see Section 5.3.26). <options> denotes a list of options for the
analysis each of which either has the syntax:

<keyword> = <selection>

Chapter 5: Structural equation models 239



where <keyword> is one of AD, AL, BE, EP, GA, IT, KA, LX, LY, MA, ME, ND, NP, PH, PS, PV, RC, SI,
SL, SV, TD, TE, TH, TM, TV, TX, TY or XO and <selection> denotes a number, a value or a name (see
Section 5.3.13) or the syntax:

<option>

where <option> is one of ALL, AM, EF, FS, FT, MI, MR, NS, PC, PT, RO, RS, SC, SO, SS, WP, XA, XI
or XM (see Section 5.3.14).

If the data to be analyzed are summarized in a DSF, the structure of the SIMPLIS syntax file is as

follows.

TITLE Optional
<string>

SYSTEM FILE FROM FILE <dsfname> Required
LATENT VARIABLES Optional
<labels>

RELATIONSHIPS Required
<relationships>

SET <instruction> Optional
LISREL OUTPUT <options> Optional
PATH DIAGRAM Optional
END OF PROBLEM Required

where <dsfname> denotes the complete name (including the drive and folder names) of the DSF
(see Section 5.3.14).

The SIMPLIS syntax file has the following structure if the data file to be processed is in the form of

a text file.
TITLE Optional
<string>
OBSERVED VARIABLES Required if COV. or CORR.
<labels> MATRIX is not selected

RAW DATA FROM FILE <filename>

MISSING VALUE CODE <value>

STRATUM <label>

CLUSTER <label>

WEIGHT <label>

CASEWEIGHT <label>

$CLUSTER <label>

$PREDICT <labels>

COVARIANCE MATRIX FROM FILE <filename>
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Required
Optional
Optional
Optional
Optional
Optional
Optional
Optional
Required if RAW DATA or
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CORRELATION MATRIX FROM FILE <filename>

ASYMPTOTIC COVARIANCE MATRIX FROM FILE
<acmfilename>

MEANS FROM FILE <filename>

STANDARD DEVIATIONS FROM FILE <filename>
SAMPLE SIZE <number>

LATENT VARIABLES

<labels>

RELATIONSHIPS

<relationships>

SET <instruction>

LISREL OUTPUT <options>

PATH DIAGRAM

END OF PROBLEM

CORR. MATRIX is not selected
Required if RAW DATA or
COV. MATRIX is not selected
Optional

Optional
Optional
Required
Optional

Required

Optional
Optional
Optional
Required

where <filename> denotes the complete name (including the drive and folder names) of a text file,
<acmfilename> denotes the complete name (including the drive and folder names) of the binary file
containing the estimated asymptotic covariance matrix of the sample moments and <number>
denotes a positive integer.

The three general structures of the SIMPLIS syntax file listed here assume a single-group structural
equation model. In the case of a multiple group structural equation model, these structures apply to
each GROUP command (see Section 5.3.10). The only exception is the END OF PROBLEM
command, in the sense that only one should be specified as the final command of the SIMPLIS
syntax file for the multiple group analysis.

The SYSTEM FILE FROM FILE command is a required command only if a DSF is used. If the data
to be analyzed do not come from a DSF or PSF, then the OBSERVED VARIABLES paragraph, the
SAMPLE SIZE command, and one of the RAW DATA FROM FILE, COVARIANCE MATRIX FROM FILE,
or the CORRELATION MATRIX FROM FILE commands are required. The LATENT VARIABLES
paragraph is required only if the model includes latent variables. The RELATIONSHIPS or PATHS
paragraph is required. The remaining SIMPLIS commands are all optional.

One of the SYSTEM FILE FROM FILE or RAW DATA FROM FILE commands or the OBSERVED
VARIABLES paragraph should be the first command following the TITLE paragraph. If the END OF
PROBLEM command is included, it must be the final command. The other commands and
paragraphs can be entered in any order.

In the following sections, the SIMPLIS commands and paragraphs are discussed separately in
alphabetical order.
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5.3.2 $CLUSTER command

The $CLUSTER command is used to specify the variable that contains the cluster information of
nested data for which a multilevel structural equation modeling analysis is desired. It is an optional
command. For example, in the case of a standard structural equation modeling analysis, the
$CLUSTER command is omitted.

Syntax
$CLUSTER <label>
where <label> denotes the label of the cluster variable.

Example

Suppose that the primary sampling units of the complex survey are facility types and that the
variable FACTYPE is used to indicate the facility type for each observation. Then, the
corresponding $CLUSTER command is

$CLUSTER FACTYPE

5.3.3 $PREDICT command

The $PREDICT command is used to specify the explanatory variables for the fixed part of a
multilevel structural equation model. It is an optional command. For example, in the case of a
standard structural equation modeling analysis, the $PREDICT command is omitted.

Syntax
$PREDICT <labels>
where <labels> denotes the labels of the explanatory variables.

Example

Suppose that the age (AGE) and gender (GENDER) of each respondent are to be used as predictors
for the fixed part of a multilevel structural equation model. For this example, the corresponding
$PREDICT command is

$PREDICT = AGE GENDER;
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5.3.4 ASYMPTOTIC COVARIANCE MATRIX FROM FILE command

The ASYMPTOTIC COVARIANCE MATRIX FROM FILE command is used to specify the name of the
binary file that contains the estimated asymptotic covariance matrix of the sample moments. In the
case of the Robust Maximum Likelithood (RML), the Weighted Least Squares (WLS) and the
Diagonally Weighted Least Squares (DWLS) methods, it is a required command.

Syntax

ASYMPTOTIC COVARIANCE MATRIX FROM FILE <acmfilename>

where <acmfilename> denotes the name of the binary file containing the estimated asymptotic
covariance matrix of the sample moments. If the acmfilename contains blank spaces, it should be
given in single quotes.

Example

Suppose that the name of the binary file with the estimated asymptotic covariance matrix of the
sample variances and covariances is NIH1.ACM and that it is located in the folder Projects\NIH1 on
the E drive. In this case, the corresponding COVARIANCE MATRIX FROM FILE command is given by

ASYMPTOTIC COVARIANCE MATRIX FROM FILE ‘E:\Projects\NIH1\NIH1.ACM’

535 CASEWEIGHT command

The purpose of the CASEWEIGHT command is to allow the user to specify the variable containing
the weights of the individual observations to be used to compute weighted means, sample variances
and covariances (correlations) and asymptotic covariance matrices of the sample variances and
covariances (correlations). It is assumed that these weights are normalized in the sense that they
add up to the sample size. The CASEWEIGHT command is an optional command and corresponds
with the selected variable on the Weight Cases dialog box (see Section 5.2.8).

Syntax

CASEWEIGHT <label>

where <label> denotes the label of the variable containing the case weights.

Example

Suppose that the variable NEWWGT contains the weight for each observation. For this example, the
CASEWEIGHT command is given by

CASEWEIGHT NEWWGT
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5.3.6 CLUSTER command

The CLUSTER command is used to specify the variable for the primary sampling units of the
complex survey. It is an optional command. For example, in the case of a simple random sample,
the CLUSTER command is omitted. The CLUSTER command corresponds with the CLUSTER variable
section on the Survey Design dialog box (see Section 5.2.8).

Syntax
CLUSTER <label>
where <label> denotes the label of the cluster variable.

Example

Suppose that the primary sampling units of the complex survey are types of facility and that the
variable FACTYPE is used to indicate the facility type for each observation. Then, the
corresponding CLUSTER command is

CLUSTER FACTYPE

5.3.7 CORRELATION MATRIX paragraph

The correlation matrix to be processed can be specified as a part of the SIMPLIS syntax file by using
the CORRELATION MATRIX paragraph. It is a required command only if the correlations to be
processed are provided as part of the SIMPLIS syntax file. If the sample correlations are in the form
of a text file, the CORRELATION MATRIX FROM FILE command rather than the CORRELATION
MATRIX paragraph is used (see Section 5.3.6).

Syntax

CORRELATION MATRIX
<values>

where <values> denotes the sample correlations of the observed variables in free or fixed format. If
the sample correlations are listed in a fixed format, a FORTRAN format statement should be
included as the first line of the CORRELATION MATRIX paragraph.

Examples

CORRELATION MATRIX
1.000

0.257 1.000

0.521 0.245 1.000

0.533 0.346 0.218 1.000
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CORRELATION MATRIX
(4F6.3)

1.000

0.257 1.000

0.521 0.245 1.000
0.533 0.346 0.218 1.000

5.3.8 CORRELATION MATRIX FROM FILE command

If the correlation matrix to be processed is in the form of a text file, the CORRELATION MATRIX
FROM FILE command is a required command and is used to specify the name of the text file that
contains the sample correlations of the observed variables of the model. It is also possible to
specify the correlation matrix as part of the SIMPLIS syntax file. In this case, the CORRELATION
MATRIX paragraph instead of the CORRELATION MATRIX FROM FILE command is used (see Section
5.3.9).

Syntax

CORRELATION MATRIX FROM FILE <filename>

where <filename> denotes the name of the text file containing the sample correlation matrix. If the
filename contains blank spaces, it should be given in single quotes.

Example

Suppose that the sample correlations are contained in the text file SELECT.COR, which is located in
the folder My Projects\SELECT on the D drive. In this case, the corresponding CORRELATION
MATRIX FROM FILE command is given by

CORRELATION MATRIX FROM FILE ‘D:\My Projects\SELECT\SELECT.COR’

5.3.9 COVARIANCE MATRIX paragraph

The COVARIANCE MATRIX paragraph is used to provide the sample covariance matrix as a part of
the SIMPLIS syntax file. If the covariance matrix to be analyzed is provided as part of the SIMPLIS
syntax file, it is a required command. If the sample covariance matrix is in the form of a text file,
the COVARIANCE MATRIX FROM FILE command rather than the COVARIANCE MATRIX paragraph is
used (see Section 5.3.8).

Syntax

COVARIANCE MATRIX
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<values>

where <values> denotes the sample variances and covariances of the observed variables in free
format. If the sample variances and covariances are provided in a fixed format, a FORTRAN type X
format statement should be included as the first line of the COVARIANCE MATRIX paragraph.

Examples

COVARIANCE MATRIX
25.001

33.257 57.251

26.385 32.674 61.323
39.533 38.552 44.227 72.052

COVARIANCE MATRIX
(4F6.3)

25.001

33.25757.251
26.38532.67461.323
39.53338.55244.22772.052

5.3.10 COVARIANCE MATRIX FROM FILE command

The COVARIANCE MATRIX FROM FILE command is used to specify the name of the text file that
contains the sample covariance matrix of the observed variables of the model. It is a required
command only if the covariance matrix to be analyzed is in the form of a text file.

Syntax

COVARIANCE MATRIX FROM FILE <filename>
where <filename> denotes the name of the text file containing the sample covariance matrix.

Example

Suppose that the name of the text file with the sample variances and covariances is NIH1.COV and
that it is located in the folder Projects\NIH1 on the E drive. In this case, the corresponding
COVARIANCE MATRIX FROM FILE command is given by

COVARIANCE MATRIX FROM FILE ‘E:\Projects\NIH1\NIH1.COV’
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5.3.11 END OF PROBLEM command

The END OF PROBLEM command is usually the final command of a SIMPLIS syntax file and it
indicates that no more commands or paragraphs are to be processed. It is an optional command.

Syntax

END OF PROBLEM

5.3.12 GROUP command

The GROUP command is used to specify a model for each of the groups in a multiple-group
structural equation model. A GROUP command is specified for each group to be included in the
multiple group analysis. If no RELATIONSHIPS or PATHS paragraph and no SET command are
specified for any group after the very first group, the structural equation model for the group is
assumed to be identical (including equal parameters) to that of the previous group. In other words,
if you want the parameters to be different from that of the previous group for a specific group, each
parameter has to be specified explicitly in the RELATIONSHIPS or PATHS paragraph or SET
commands for that specific group.

Syntax

GROUP <string>
where <string> denotes the descriptive name of the group.

Examples

GROUP Freshmen

GROUP 1

5.3.13 LATENT VARIABLES paragraph

The LATENT VARIABLES paragraph is used to provide descriptive names to the latent variables of
the model. It is a required command if the model includes latent variables. However, if the latent
variable labels are in the form of a text file, the LATENT VARIABLES FROM FILE command instead
of the LATENT VARIABLES paragraph is used (see Section 5.3.12).

Syntax

LATENT VARIABLES
<labels>
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where <labels> denotes the descriptive names of the latent variables of the model. These names are
provided in free or abbreviated format and only the first 8 characters of each name are utilized.

Examples

LATENT VARIABLES
JobSat OrgCom Perform

LATENT VARIABLES
FACTOR1 - FACTOR4

5.3.14 LATENT VARIABLES FROM FILE command

If the labels of the latent variables are in the form of a text file, the LATENT VARIABLES FROM FILE
command is used to specify descriptive names for the latent variables of the model. In this specific
case, it is a required command. The latent variable labels can also be specified as part of the
SIMPLIS syntax file. In this regard, the LATENT VARIABLES paragraph rather than the LATENT
VARIABLES FROM FILE command is used (see Section 5.3.11).

Syntax

LATENT VARIABLES FROM FILE <filename>

where <filename> denotes the name of the text file containing the descriptive names of the latent
variables of the model.

Example
Suppose that the name of the text file containing the latent variable labels is SELECT.LAB and that
it is located in the folder Projects\SELECT on the D drive. In this case, the corresponding LATENT
VARIABLES FROM FILE command is given by

LATENT VARIABLES FROM FILE ‘D:\Projects\SELECT\SELECT.LAB’

5.3.15 LISREL OUTPUT command

The LISREL OUTPUT command is used to request the results to be printed in terms of the LISREL
model used in the analysis, to specify special analyses and to request additional results. It is an
optional command. If the results in terms of the LISREL model are not desired, the OPTIONS

command may be used to specify special analyses and to request additional results (see Section
5.3.19).
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Syntax

LISREL OUTPUT <options>

where <options> denotes a list of options for the analysis each of which either has the syntax:

<keyword> = <selection>

where <keyword> is one of AD, AL, BE, DW, EP, GA, IT, KA, LX, LY, MA, ME, ND, NP, PH, PS, PV, RC,
SI, SL, SV, TD, TE, TH, TM, TV, TX, TY or XO and <selection> denotes a number, a value or a name;
or the syntax:

<option>

where <option> is one of ALL, AM, EF, FS, FT, MI, MR, NS, PC, PT, RO, RS, SC, SO, SS, WP, XA, X or
XM. Keywords and options may be specified in any order.

Examples

LISREL OUTPUT ND = 3 SC ME = DW
LISREL OUTPUT BE = BETA.TXT GA = GAMMA.TXT PV = PV.TXT SV = SV.TXT ND =6

All the keywords and options of the LISREL OUTPUT command are optional.

AD keyword

The purpose of the AD keyword is to specify the iteration number at which the admissibility of the
solution will be checked and the iterations will stop if the check fails.

Syntax

AD = <number>

where <number> denotes the iteration number or OFF if the check is to be turned off.

Default

AD =20

AL keyword

The AL keyword is used to specify the name of the text file to which the estimates of the
endogenous latent variable means are to be written.
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Syntax

AL = <filename>

where <filename> denotes the name of the text file to which the estimates are to be written.

ALL option
The purpose of the ALL option is to invoke the printing of all the results in the output file.

AM option
The automatic model modification procedure is invoked by specifying the AM option.

BE keyword

The purpose of the BE keyword is to specify the name of the text file for the estimate of the matrix
of regression coefficients for the regression among the endogenous latent variables.

Syntax

BE = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

EF option

The EF option is used to invoke the printing of the estimated total and indirect effects in the output
file.

EP keyword

The convergence criterion for the iterative algorithm, which is used to obtain parameter and
standard error estimates, is specified by using the EP keyword.

Syntax
EP = <value>
where <value> denotes the convergence criterion.
Default

EP = 0.000001
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ES option
The FS option is used to request a factor scores regression analysis.

FT option

The purpose of the FT option is to request an external text file containing measures of fit based on
four different y test statistic values.

GA keyword

The GA keyword is used to specify the name of the text file for the estimated regression matrix of
the regression of the endogenous latent variables on the exogenous latent variables.

Syntax

GA = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

IT keyword

The purpose of the IT keyword is to specify the maximum number of iterations for the iterative
algorithm, which is used to compute parameter and standard error estimates.

Syntax

IT = <number>
where <number> denotes the maximum number of iterations.

Default

IT = <5q>

where <5g> is five times the number of free parameters of the model.

KA keyword

The KA keyword is used to specify the name of the text file for the estimates of the means of the
exogenous latent variables.
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Syntax

KA = <filename>

where <filename> denotes the name of the text file for the estimates.

LX keyword

The estimated matrix of factor loadings for the exogenous latent variables can be written to a text
file by using the LX keyword.

Syntax

LX = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

LY keyword

The purpose of the LY keyword is to specify the name of the text file for the estimated matrix of
factor loadings for the endogenous latent variables.

Syntax

LY = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

MA keyword

The MA keyword is used to specify the name of the text file for the moment matrix that was
analyzed.

Syntax

MA = <filename>

where <filename> denotes the name of the text file for the moment matrix that was analyzed.

ME keyword

If the maximum likelihood method is not desired, other methods to fit the LISREL model to the data
can be specified by using the ME keyword.
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Syntax

ME = <method>

where <method> is one of the following:

v instrumental variables
TS two-stage least squares
UL unweighted least squares
GL  generalized least squares
ML maximum likelihood

WL weighted least squares

Default

ME = ML

MI option

The printing of the model modification indices in the output file is invoked by specifying the MI
option.

MR option
The purpose of the MR option is to specify a MINRES exploratory factor analysis.

ND keyword
The purpose of the ND keyword is to specify the number of decimals for the results.

Syntax

ND = <number>
where <number> denotes the number of decimals desired.

Default

ND =2
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NP keyword
The NP keyword is used to specify the number of decimals for external text files to be produced.

Syntax
NP = <number>

where <number> denotes the number of decimals desired.

Default

NP =3

NS option

The NS option is used to suppress the computation of internal starting values.

PC option

The PC option is used to invoke the printing of both the estimated asymptotic covariance and
correlation matrices of the parameter estimators in the output file.

PH keyword

The PH keyword is used to specify the name of the text file for the estimated covariance
(correlation) matrix of the exogenous latent variables.

Syntax

PH = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

PS keyword

The purpose of the PS keyword is to specify the name of the text file for the estimated covariance
matrix of the error terms for the endogenous latent variables.

Syntax

PS = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.
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PT option

The PT option is used to invoke the printing of the technical details of the estimation method in the
output file.

PV keyword

The PV keyword is used to specify the name of the text file for the estimates of all the free
parameters of the LISREL model.

Syntax

PV = <filename>

where <filename> denotes the name of the text file to which the estimates are to be written.

RC keyword

The RC keyword is used to specify the ridge constant to be used if the matrix to be analyzed is not
positive definite.

Syntax
RC = <value>
where <value> denotes the ridge constant.

Default

RC =0.001

RO option

The purpose of the RO option is to invoke the use of the ridge constant for the moment matrix to be
analyzed. The RO option will be invoked automatically if the matrix is not positive definite.

RS option

The RS option is used to invoke the printing of the residuals, standardized residuals, QQ-plot, and
fitted covariance (or correlation, or moment) matrix in the output file.
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SC option

The SC option is used to invoke the printing of the completely standardized solution in the output
file.

Sl keyword
The purpose of the SI keyword is to specify the name of the text file for the fitted moment matrix.

Syntax

Sl = <filename>

where <filename> denotes the name of the text file for the fitted moment matrix.

SL keyword

The SL keyword is used to specify the significance level of the model automated modification
procedure expressed as a percentage when the automated modification procedure is desired.

Syntax

SL = <number>
where <number> denotes the significance level expressed as a percentage.

Default

SL=1

SO option

The SO option is used to suppress the automated checking of the scale setting for each latent
variable. It is needed for very special models where scales for latent variables are defined in a
different way.

SS option

The SS option is used to invoke the printing of the standardized solution in the output file.

SV keyword

The purpose of the SV keyword is to specify the name of the text file for the standard error
estimates of all the free parameters of the LISREL model.
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Syntax

SV = <filename>

where <filename> denotes the name of the text file to which the standard error estimates are to be
written.

TD keyword

The TD keyword is used to specify the name of the text file for the estimated covariance matrix of
the measurement errors of the indicators of the exogenous latent variables.

Syntax

TD = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

TE keyword

The purpose of the TE keyword is to specify the name of the text file for the estimated covariance
matrix of the measurement errors of the indicators of the endogenous latent variables.

Syntax

TE = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.

TH keyword

The TH keyword is used to specify the name of the text file for the estimated covariance matrix
between the measurement errors of the indicators of the endogenous latent variables and those of
the exogenous latent variables.

Syntax

TH = <filename>

where <filename> denotes the name of the text file for the matrix of estimates.
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™M keyword

The TM keyword can be used to specify the maximum number of CPU seconds allowed for the
current analysis.

Syntax

TM = <number>

where <number> denotes the maximum number of CPU seconds allowed.

Default

T™M = 172800

TV keyword

The purpose of the TV keyword is to specify the name of the text file for the t values of all the free
parameters of the LISREL model.

Syntax

TV = <filename>

where <filename> denotes the name of the text file to which the t values are to be written.

TX keyword

The TX keyword is used to specify the name of the text file for the estimated vector of intercepts
for the indicators of the exogenous latent variables.

Syntax

TX = <filename>

where <filename> denotes the name of the text file for the vector of estimates.

TY keyword

The TY keyword is used to specify the name of the text file for the estimated vector of intercepts
for the indicators of the endogenous latent variables.

Syntax

TY = <filename>
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where <filename> denotes the name of the text file for the vector of estimates.

WP option

The WP option is used to specify a column width of 132 for the output file. The default column
width is 80 characters.

XA option
The purpose of XA option is to suppress the computation and printing of the additional y° test

statistic values. Only C1 (minimum fit function y° value) will be computed. Standard error

estimates are not affected. C1 is still an asymptotically correct chi-square for the GLS, ML, and WLS
methods but not for ULS and DWLS methods. It is only intended for those who have very large
models and cannot afford (or do not want) to let the computer run for an extended period.

Xl option

The XI option is used to suppress the printing of the numerous measures of fit to the output file. If
the XI option is specified, only the y° value, degrees of freedom and corresponding p-value are
printed.

XM option

The XM option is used to suppress the computation and printing of the modification indices. When
a path diagram is requested, the indices will be computed, but will not be included in the output.

XO keyword

The purpose of the XO keyword is to specify the number of repetitions for which results should be
written to the output file.

Syntax

XO = <number>

where <number> denotes the number of repetitions for which results should be written to the output
file.

Default

XO = <nrep>
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where <nrep> is the number of repetitions specified.

5.3.16 MEANS paragraph

The MEANS paragraph is used to provide the sample means of the observed variables of the model
as part of the SIMPLIS syntax file. It is a required command only if a mean-and-covariance
structure model is specified and the raw data file or DSF is not provided. Sample means can also be
provided in the form of an external text file. In this case, the MEANS FROM FILE command rather
than the MEANS paragraph is used (see Section 5.3.15).

Syntax

MEANS
<values>

where <values> denotes a list of sample means in free or fixed format. If a fixed format rather than
a free format is used, a FORTRAN type format statement should be the first line of the MEANS
paragraph.

Examples
MEANS
12.225 16.752 18.239 20.003 15.395

MEANS
(5F6.3)
12.22516.75218.23920.00315.395

5.3.17 MEANS FROM FILE command

The MEANS FROM FILE command is used to specify the name of the text file that contains the
sample means of the observed variables of the model. It is a required command only if a mean-
and-covariance structure model is specified and the raw data file or DSF is not provided. Sample
means can also be provided as part of the SIMPLIS syntax file. This is accomplished by using the
MEANS paragraph instead of the MEANS FROM FILE command (see Section 5.3.14).

Syntax

MEANS FROM FILE <filename>

where <filename> denotes the name of the text file containing the sample means.
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Example

Suppose that the name of the text file with the sample means is SELECT.MNS and that it is located
in the folder Projects\SELECT on the D drive. In this case, the corresponding MEANS FROM FILE
command is given by

MEANS FROM FILE ‘D:\Projects\SELECT\SELECT.MNS’

5.3.18 MISSING VALUE CODE command

If the raw data to be processed include missing values, the MISSING VALUE CODE command is used
to specify the global missing value. It is a required command if the Full Information Maximum
Likelihood (FIML) method for data with missing values is to be used and the global missing value is
not specified in the PSF.

Syntax
MISSING VALUE CODE <value>

where <value> denotes the global missing value.

Example

Suppose that the missing values in a text data file are all listed as -100. The MISSING VALUE CODE
command is then

MISSING VALUE CODE -100

5.3.19 OBSERVED VARIABLES paragraph

The OBSERVED VARIABLES paragraph is used to provide descriptive names to the observed
variables of the model. It is a required command, unless a PSF or a DSF is used. If the labels of the
observed variables are in the form of a text file, the OBSERVED VARIABLES FROM FILE command
instead of the OBSERVED VARIABLES paragraph is used (see Section 5.3.18).

Syntax

OBSERVED VARIABLES
<labels>

where <labels> denotes the descriptive names of the observed variables of the model. These names
are provided in free or abbreviated format and only the first 8 characters of each name are utilized.
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Examples

OBSERVED VARIABLES
Age Gender MSCORE SSCORE ESCORE

OBSERVED VARIABLES
JS1-JS6 OC1-0C10

5.3.20 OBSERVED VARIABLES FROM FILE command

If the labels of the observed variables are in the form of a text file, the OBSERVED VARIABLES
FROM FILE command is used to specify descriptive names for the observed variables of the model.
If a DSF or a PSF is not used, it is a required command. The labels of the observed variables can
also be specified as part of the SIMPLIS syntax file. In this regard, the OBSERVED VARIABLES
paragraph rather than the OBSERVED VARIABLES FROM FILE command is used (see Section
5.3.17).

Syntax

OBSERVED VARIABLES FROM FILE <filename>

where <filename> denotes the name of the text file containing the descriptive names of the observed
variables of the model.

Example
Suppose that the name of the text file containing the latent variable labels is ABUSE.LAB, which is
located in the folder Projects\ABUSE on the C drive. In this case, the corresponding OBSERVED
VARIABLES FROM FILE command is given by

OBSERVED VARIABLES FROM FILE ‘C:\Projects\ABUSE\ ABUSE.LAB’

5.3.21 OPTIONS command

The OPTIONS command is used to specify special analyses and to request additional results and it
is an optional command. If the results in terms of the LISREL model are preferred, the LISREL
OUTPUT command should be used (see Section 5.3.13).

Syntax

OPTIONS <options>

where <options> denotes a list of options for the analysis each of which either has the syntax:
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<keyword> = <selection>
where <keyword> is one of AD, AL, BE, EP, GA, IT, KA, LX, LY, MA, ME, ND, NP, PH, PS, PV, RC, SlI,

SL, SV, TD, TE, TH, TM, TV, TX, TY or XO (see Section 5.3.13) and <selection> denotes a number, a
value or a name; or the syntax:

<option>

where <option> is one of ALL, AM, DW, EF, FS, FT, M, MR, NS, PC, PT, RO, RS, SC, SO, SS, WP, XA,
X1 or XM (see Section 5.3.13).

Examples

OPTIONS ND =3 SC ME = DW AD = OFF

5.3.22 PATH DIAGRAM command

The PATH DIAGRAM command is used to generate a PTH file in which the results of the analysis are
summarized in the form of a path diagram. It is an optional command.

Syntax

PATH DIAGRAM

5.3.23 PATHS paragraph

The PATHS paragraph may be used to specify the regression relationships of the structural equation
model to be fitted to the data. Alternatively, the RELATIONSHIPS paragraph can be used to specify
these relationships (see Section 5.3.24). It is a required command only if the RELATIONSHIPS
paragraph is not used.

Syntax

PATHS
<paths>

where <paths> denotes a list of regression relationships each of which has the following syntax
<xX> -> <y>

where <x> denotes a list of independent (exogenous) variable labels and <y> denotes a list of
dependent (endogenous) variable labels. These lists can be in free format or in abbreviated form.
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Example

PATHS

JS ->JS1-Js7

OC -> OC1 0C3 OC7
OC ->Js

5.3.24 RAW DATA paragraph

The RAW DATA paragraph is used to provide the raw data to be analyzed as part of the SIMPLIS
syntax file. It is a required command only if the raw data are provided as part of the SIMPLIS
syntax file. If the raw data are in the form of a text file or a PSF, the RAW DATA FROM FILE
command instead of the RAW DATA paragraph is used (see Section 5.3.23).

Syntax

RAW DATA
<values>

where <values> denotes the rows of the raw data matrix. These rows can be provided in free or
fixed formats. However, in the case of a fixed format, the first line of the RAW DATA paragraph
should be a FORTRAN format statement.

Examples

RAW DATA
175
217
5565
224
331
566
777
111
121
667

RAW DATA
(2F6.3)

12.34514.417
16.24519.205
10.33411.276
15.11416.267
13.24715.589
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5.3.25 RAW DATA FROM FILE command

The RAW DATA FROM FILE command is used to specify the name of the PSF or the text file
containing the raw data. It is a required command only if a PSF or a text data file is to be
processed. The raw data matrix can also be specified as part of the SIMPLIS syntax file. In this
regard, the RAW DATA paragraph rather than the RAW DATA FROM FILE command is used (see

Section 5.3.22).

Syntax

RAW DATA FROM FILE <filename>
where <filename> denotes the name of the text data file or the PSF.

Example

Suppose that the name of the PSF containing the raw data is SELECT.PSF and that it is located in
the folder Projects\SELECT on the E drive. In this case, the corresponding RAW DATA FROM FILE
command is given by

RAW DATA FROM FILE ‘E:\Projects\SELECT\SELECT.PSF’

5.3.26 RELATIONSHIPS paragraph

The RELATIONSHIPS paragraph may be used to specify the regression relationships of the structural
equation model. The PATH commands can also be used to specify these relationships (see Section
5.3.21). It is a required paragraph only if a PATH command is not used.

Syntax

RELATIONSHIPS
<relationships>

where <relationships> denotes a list of regression relationships each of which has the following
syntax

<y> = <x>

where <x> denotes a list of independent (exogenous) variable labels and <y> denotes a list of
dependent (endogenous) variable labels. These lists can be in free format or in abbreviated form.
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Example

PATHS
JS1-JS7=JS

0OC1 0C30C7=0C
JS§=0C

5.3.27 SAMPLE SIZE command

The SAMPLE SIZE command is used to specify number of cases to be processed. It is a required
command, unless a DSF or PSF is used.

Syntax

SAMPLE SIZE <number>
where <number> denotes the number of cases.

Example

SAMPLE SIZE 388

5.3.28 SET command

The SET command is used to specify the status and/or the value(s) of a parameter(s) of the model.
It is an optional command.

Syntax

SET the <parameter> equal to <value>
SET the <parameter> Free
SET the <parameter1> and the <parameter2> Equal

where <parameter> is one of

Path <label1> -> <label2>

Variance of <label>

Covariance of <label1> and <label2>
Error Variance of <label>

Error Covariance of <label1> and <label2>

where <label>, <label1> and <label2> denote labels of observed or latent variables of the model and
<value> denotes a real number.
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Examples

SET the Path Ses - >Alien67 and the Path Ses - >Alien71 Equal
SET the Variance of Ses equal to 1.0
SET the Error Covariance of ANOMIA67 and ANOMIA71 Free

5.3.29 STANDARD DEVIATIONS paragraph

The STANDARD DEVIATIONS paragraph is used to provide the sample standard deviations of the
observed variables of the model as part of the SIMPLIS syntax file. It is a required command only
if the covariance matrix is to be analyzed and a CORRELATION MATRIX FROM FILE command or
CORRELATION MATRIX paragraph is used. Sample standard deviations can also be provided can
also be provided in the form of an external text file. In this case, the STANDARD DEVIATIONS FROM
FILE command rather than the STANDARD DEVIATIONS paragraph is used (see Section 5.3.28).

Syntax

STANDARD DEVIATIONS
<values>

where <values> denotes a list of sample standard deviations of the observed variables of the model
in free or fixed format. If a fixed format rather than a free format is used, a FORTRAN format
statement should be the first line of the STANDARD DEVIATIONS paragraph.

Examples
STANDARD DEVIATIONS
13.61 14.76 14.13 14.90 10.90 3.749

STANDARD DEVIATIONS
(5F6.3)
12.22516.75218.23920.00315.395

5.3.30 STANDARD DEVIATIONS FROM FILE command

The STANDARD DEVIATIONS FROM FILE command is used to specify the name of the text file that
contains the standard deviations of the observed variables of the model. It is a required command
only if the covariance matrix is to be analyzed and a CORRELATION MATRIX FROM FILE command
or a CORRELATION MATRIX paragraph is used. Sample standard deviations can also be provided as
part of the SIMPLIS syntax file. This is accomplished by using the STANDARD DEVIATIONS
paragraph instead of the STANDARD DEVIATIONS FROM FILE command (see Section 5.3.27).
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Syntax

STANDARD DEVIATIONS FROM FILE <filename>
where <filename> denotes the name of the text file containing the sample standard deviations.

Example

Suppose that the name of the text file with the sample standard deviations is Depresion.std and that
it 1s located in the folder Projects\DEPRESSION on the E drive. In this case, the corresponding
STANDARD DEVIATIONS FROM FILE command is given by

STANDARD DEVIATIONS FROM FILE ‘E:\Projects\DEPRESSION\Depresion.std ’

5.3.31 STRATUM command

Complex surveys are typically obtained by stratifying the target population into subpopulations
(strata). The STRATUM command allows the user to specify the stratification variable. Since other
types of surveys are incorporated, the STRATUM command is an optional command. The STRATUM
command corresponds with the STRATUM variable section on the Survey Design dialog box (see
Section 5.2.8).

Syntax
STRATUM <label>
where <label> denotes the label of the stratification variable.
Example
Suppose that the target population was stratified into census regions and that the variable CENREG

is the variable used to indicate the census region for each observation. In this case, the STRATUM
command is given by

STRATUM CENREG

5.3.32 SYSTEM FILE FROM FILE command

The SYSTEM FILE FROM FILE command is used to specify the DSF to be processed. It is a required
command only if a DSF is to be processed.

Syntax

SYSTEM FILE FROM FILE <filename>
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where <filename> denotes the name of the DSF.

Example
Suppose that the DSF file, DEPRESSION.DSF, which is located in the folder Projects\DEPRESSION

on the F drive, is to be processed. In this case, the corresponding SYSTEM FILE FROM FILE
command is given by

SYSTEM FILE FROM FILE ‘F:\Projects\DEPRESSION\DEPRESSION.DSF’

5.3.33 TITLE paragraph

The TITLE paragraph is used to specify a descriptive heading for the analysis. It is an optional
command. If the TITLE paragraph is used, avoid using any words that correspond to other SIMPLIS
commands or paragraphs in the string field.

Syntax

TITLE
<string>

where <string> denotes a character string.

Example

TITLE
A SIMPLIS syntax file for Example 6

5.3.34 WEIGHT command

Design weights are constructed for the ultimate sampling units of complex surveys. The purpose of
the WEIGHT command is to allow the user to specify the design weight variable. Since surveys
without design weights are permitted, the WEIGHT command is an optional command. The WEIGHT
command corresponds with the DESIGN weight section on the Survey Design dialog box (see Section
5.2.8).

Syntax

WEIGHT <label>

where <label> denotes the label of the design weight variable.
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Example

Suppose that the variable USUWGT is used to capture the design weight for each observation. For
this example, the WEIGHT command is given by

WEIGHT USUWGT
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5.4 Examples

54.1 A structural equation model for the 2001 Monitoring the Future
data

The data

The Inter-University Consortium for Political and Social Research (ICPSR) at the University of
Michigan has undertaken annual surveys designed to explore changes in important values,
behaviors, and lifestyle orientations of contemporary American youth. The aims of these surveys
are to provide a systematic, accurate description of the youth population of interest in a given year,
and to explain relationships and trends observed over time. The Monitoring the Future surveys
began in 1975. In the current example, data for 1608 respondents from the 2001 survey are used,
and the focus is on relationships between the alcohol and marijuana use of respondents and traffic
violations and/or accidents they were involved in.

Data for the first 10 participants on most of the variables used in this section are shown below in
the form of a PSF named select.psf which can be found in the TUTORIAL folder.

F select.P5F
_m region | alclifs |alcanns|alc30ds xmilifs imj12mos| xmj30ds [tick12mo[accil2mo| newwgt
. 1 [ 100 700 7.00 500 7.00 7.00 6.00 #itthtHH 2.00 9.52 |
2 5.00 1.00 6.00 3.00 200 7.00 6.00 3.00 0.00 0.00 952 |
3 5.00 1.000 3.00 2.00 1.00 3.00 2.00 2.00 1.00 1.00 952
4 5.00 1.00 1.00 1.00 100 1.00 1.00 1.00 0.00 0.00 952
5 5.00 1.000 6.00 3.00 100 1.00 1.00 1.00 1.00 2.00 952
6 5.00 1.000 500 4.00 400 6.00 1.00 1.00 0.00 0.00 952
7 5.00 1.00  6.00 5.00 300 5.00 4.00 2.00 200 0.00 952
8 5.00 1.000 3.00 3.00 100 1.00 1.00 1.00 0.00 0.00 952
9 5.00 1000 7.00 3.00 100 7.00 6.00 3.00 0.00 1.00 952
10 5.00 1.00  5.00 4.00 300 2.00 1.00 1.00 0.00 1.00 952 |L
< | b

The following variables included in the PSF were selected from the survey data:

o school: This variable is used to indicate group membership of respondents within the 48
schools included in the survey.

o region: The 48 schools were drawn from 4 regions, and this variable indicates the region a
school was drawn from.

O alclifs: The numerical response to the question "On how many occasions have you had
alcoholic beverages to drink in your lifetime?"

0 alc12mos: The numerical response to the question "On how many occasions have you had
alcoholic beverages to drink in the past 12 months?"
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O alc30ds: The numerical response to the question "On how many occasions have you had
alcoholic beverages to drink in the past 30 days?"

0 xmijlifs: The numerical response to the question "On how many occasions have you used
marijuana in your lifetime?"

0 xmj12mos: The numerical response to the question "On how many occasions have you used
marijuana in the past 12 months?"

0 xmj30ds: The numerical response to the question "On how many occasions have you used
marijuana in the past 30 days?"

0 tick12mo: The numerical response to the question "Within the last 12 months, how many
times have you received a ticket (or been stopped and warned) for moving violations?"

0 acci12mo: The numerical response to the question "Within the last 12 months, how many
times you were involved in an accident while driving?"

0 newwgt: The design weight of a student, computed as the inverse of the selection probability
estimate of the region from which the student was selected. This selection probability
estimate is merely the ratio of the sample frequency and the approximate population size of
the region from which the student was selected.

The model

The five indicators or observed variables alclifs, alc30ds, xmijlifs, xmj12mos, and xmj30ds are modeled
to measure the alcohol and marijuana usage. Alcohol and marijuana usage, represented by the
latent variables ALCUSAGE and MRJUSAGE in our proposed model, are modeled as causes of the
number of moving violations and accidents, as represented by the Eta variables ACCIDENT and
TICKETS respectively. These two variables, in turn are measured without error by the two Y
variables acci12mo and tick12mo. A path diagram of the model we intend fitting to the data is shown
below.

—=  alclifs

= alc30ds @ @ fick Lo

@ @ accilimo
( —= sz Ldtos
—p

s alds
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Mathematical Model

Measurement model

The measurement model for the latent variables ALCUSAGE, MRJUSAGE, ACCIDENT and TICKETS

may be expressed as
y _ Ay 0 (|n N €
X 0 A ||E| |0

where y = [tick21mo acci12mo]’, x=[alclifs alc30ds xmijlifs xmj12mos xm;j30ds], m=[TICKETS

!

ACCIDENT]', &= [ ALCUSAGE MRJUSAGE], =[5, 6, &, &, O; 56]', e=[e 6],

and

where o,, 0,, J;, J,, J5, J;, & and &, denote measurement errors, and where 4,, 4,, 4,, 4, and

As denote unknown factor loadings.

Structural equation model

The structural equation model for the latent variables ALCUSAGE, MRJUSAGE, ACCIDENT and
TICKETS is given by

N=Bn+I'¢+{

where C=[§1 é’z]’,
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F:{% 72}
Vi Vs

where S, y,, 7,, 7; and y, denote unknown regression weights, and ¢, and &, denote error

and

terms.

The survey design variables school and region will be used as stratification and cluster variable
respectively, while the design weight as represented by the variable newwgt will also be included in
the specification of the analysis, as illustrated next.

Preparing the data and setting up the analysis

The model is fitted to the data in select.psf by using the path diagram component (PTH window) of
the LISREL GUI (See Section 5.2). After drawing the proposed model as a path diagram, SIMPLIS
syntax is created and submitted. However, before we can fit the model, we need to specify the
details of the complex survey design for the data in select.psf.

The first step is to open the PSF, which is accomplished as follows:

0 Use the File, Open option to activate the display of an Open dialog box.

0 Set the Files of type drop-down list box to Prelis Data (*.psf) and browse for the file
select.psf in the TUTORIAL folder.

0 Select the file and click the Open button to open the PSF in a PSF window.

Preparing the data

Click on the Survey Design option on the Data menu to load the Survey Design dialog box. Select
the variable region from the Variables in data: list box and click on the Add button of the
Stratification variable section. Next, select the variable school and add this variable to the Cluster
variable section in a similar fashion. Finally, add the weight variable by selecting the variable
newwgt from the Variables in data: list box and add this variable in the Design weight section. The
completed Survey Design dialog box is shown below. Click on the OK button to return to the PSF
window, and click the Save option on the File menu.

Chapter 5: Structural equation models 274



Survey Design

Yariables in data:

school
region
alclifs
alcanns
alc3lds
xmjlits
xmj12mos
xmj30ds
tickl2mo
accil2mo
neswclt
it

Add 33 Stratification warakle:
|regic:n
<< Bemowve
Add > Clustervariahble:

<< Remove

Add >>

<< Remove

e il

X

|sc:hc:c:|

Design weight:

|newwgt

Fresently the Survey Design feature is only availakle for structural
equation maodels with continuous wariakles

Cancel | (0]4 |

We now turn to creating a path diagram for the model to be fitted to these data. To open a new PTH
window, select the New option on the File menu to load the New dialog box. Select the Path
Diagram option from the list box on the New dialog box and provide a name for the path diagram,
for example select.pth, in the File name string field of the Save As dialog box. Click on the Save

button to open an empty PTH window.

New

Mew

Output

PRELIS Data
SIMPLIS Project
LISREL Project

‘Path Diagram

.S

Cancel

X
_cancel |

Select the Title and Comments option on the Setup menu to load the Title and Comments dialog
box. Enter the title A model for traffic tickets and accidents in the Title string field, and click on the
Next button to load the Group Names dialog box.
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Title and Comments SJ

Title

|A model for traffic tickets and accidents

Comments

Mext »

oK

Cancel

dild

Click on the Next button to load the Labels dialog box. Click on the Add/Read Variables button to
load the Add/Read Variables dialog box, and select the PRELIS System File option in the Read from
file: drop-down list box. Click on the Browse button to load the Browse dialog box and select the
file select.psf in the TUTORIAL folder. Click on the OK button to return to the Labels dialog box.

Add/Read Variables R‘

@ Read from file: |PRELIS System File ﬂ

i Add list of wariables (e.q., warl-vark):

File Mame ‘C:\IisreIB?\TUTORIAL\,seIed.

Info

Select one of the two system files. The
LISREL data system file has a DSF 0K
extension and the FRELIS

spreadsheet a PSF extension.
Cancel

Click on the Add Latent Variables button to load the Add Variables dialog box. Enter the label
ALCUSAGE in the string field and click OK. Enter the labels MRJUSAGE, ACCIDENT, and TICKETS

in the same way.
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Add Variables

Add one or list of variables here
[e.g. varl -wvark):

|ALCUSAGE Cancel

The completed Labels dialog box is shown below. Click on the OK button to return to the PTH
window for select.pth.

Labels g]
Ohserved Variakles Latent Warakles
Name || Neme | |
1 schoal - 1 ALCUSAGE )
2 region = 2 MRJUSAGE < Previous
3 alclifs — 3 ACCIDEMNT
4 alcanns 4 TICKETS Mext »
Ej alc3lds
4 |xmijlifs
7 |xmj12mos (0]
g8 xmj30ds
5 tickl2mo
C |
10 JaccilZmo i anee
Add/Read Variables ‘ | Add Latent Variables |
Fress the Down Arrow to insert one row at a time once a label has been typed in the previous
row
Fress the Insert key to insert ermpty rows or the Delete key to delete selected rows

Setting up the analysis

At this point, an empty PTH window is displayed, with variable names listed to the left. Check the
Y check boxes of acci12mo and tick12mo respectively. Check the Eta check boxes of ACCIDENT and
TICKETS respectively to obtain the window shown below.
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Cbserved v | |
school I

region

alclifs

alcanns
alc30ds

xmijlifs
®xmjl2mos
*mj30ds
tick12mo x
accil2mo x
newawqt

wit

Latent |Eta] |
ALCUSAG
MRJUSAG
ACCIDENT x
TICKETS | x |

Next, click, drag and drop the labels of the Y variables one at a time into the PTH window. Position
these variables to the right of the PTH window. Click, drag and drop the labels of the latent
variables ACCIDENT and TICKETS one at a time into the PTH window to obtain the window shown
below. Note that labels of variables dragged to the PTH window are shown against a colored
background.

Ohservedl Y I =10l x|
school = =
region =
alclifs =
alcanns =
alc30ds r 0.00 accilimo [=+0.00
xmilifs I s = m
xmjl2mos [ ) \
xmj30ds | o-e0 @ ficklmo [=+0.00
5I n — -
x|
newwqt =
wt r

-

Latent I Eta I

ALCUSAGE [~
MRJUSAG [

-

4| | M4

Ix |x

We now add the rest of the observed variables (alclifs, alc30ds, xmjlifs, xmj12mos, and xmj30ds) one
at a time into the PTH window, positioning them to the left of the PTH window. The last variables
to be added are the latent variables ALCUSAGE and MRJUSAGE.
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=10l x|

accilimo [=+0.00
ficklimo [=+0.00

o.ooe=  alchfs

o_oo+= alcilds

o.00+=  zmjlifs

0. 00*= o limos

0. oo maj3lds

-

1| | a2y

The next step is to add the paths between the variables dragged in the PTH window. Select the
arrow icon on the Drawing toolbar, and click and drag indicator paths from the latent variable
ALCUSAGE to alclifs and alc30ds respectively. To do so, start by clicking inside the ellipse
representing ALCUSAGE and do not release the mouse button before the cursor is inside the
rectangle representing alclifs or alc30ds. Click and drag similar indicator paths from the latent
variable MRJUSAGE to xmijlifs, xmj12mos and xmj30ds respectively.

Structural paths from the latent variable ALCUSAGE to both ACCIDENT and TICKETS, and from the
latent variable MRJUSAGE to ACCIDENT and TICKETS are added in the same way. Also add
indicator paths from the latent variable ACCIDENT to acci12mo, from the latent variable TICKETS to
tick12mo, and from TICKETS to ACCIDENT. The model should now look like the image below.

o o0 alclifs

—0.00 —o_ oo ficklimo 0.oo

o004 alcilds |-

]
R

oo 0. 00

0_00
o.o0*=  mmjlifs -
0.0n 42
000
—0.00 —0. 00 = aceiamn
. 0. 00
0. oo s ldmos
000
ool s | e
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The two indicator paths ACCIDENT to acci12mo, and TICKETS to tick12mo have to be fixed to a
value of 1.0. To do so, deselect the arrow icon on the Drawing toolbar by clicking on the selection
icon to its left. Next, right click on the path between ACCIDENT to acci12mo and select the Set Value
option from the pop-up menu that appears. Set the value to 1.0 and click OK to return to the PTH
window.

Set Starting or Fixed Values @

SetValue Tao:

|1-D Cancel

Right click on this path again, and select the Fix option from the pop-up menu. Note that the color
representing the path has changed in the PTH window. Set the path between TICKETS to tick12mo to
1.0 in the same way.

) 400 accilZ2mao =000
v Fix
Free
Set Value ...
Set Equal to ...

Delete

Characteristics
Options...

Finally, set the error variances of acci12mo and tick12mo to zero by right-clicking the error arrows
and selecting the Fix option from the pop-up menu.
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o o0+ alchfs
0. 00

0.00
o004 alcilds |-

.00 mglifs |-
o.ao

. 1. 00
0. 00 ) ldmos

o.o0

0. oo sg3lds

N

—0.00

@ 1.00 fick12mo 0.00
0.on
accildmo o.ao
1.00
k|

The last paths to be added to the path diagram are the covariance between the measurement errors
of xmj12mos and xmj30ds. Select the double arrow icon on the Drawing toolbar, and click and drag a
path between the error arrows of xmj12mos and xmj30ds. Be sure to position the cursor over each
arrow before activating and releasing the mouse button.

x¥mj30ds

The path diagram should look like the following image.

o004+ alchifs \

o.oo#={ alc30ds |==——u0n.0

0. oo slifs

f:.u:n:u* s 12maos

"'!q,___h_

f

0.00 /
\.I:u:ﬂ- i

g 30ds
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Select the Build SIMPLIS Syntax option on the Setup menu. The generated syntax is automatically
displayed in a SPJ window, as shown below.

¥ select.spa =10l x|

o

Raw Data frow file 'C:%LisrelS7\TUTORIALY select.P3F!'
Latent WVariaskbles TICEKETS ACCIDENT ALCUIAGE MRJIUZALGE
Felationships

ticklZ2mwo = 1.00*TICEETS

accildwoo = 1.00%¥ACCIDENT

alelifs = ALCUSAGE

alcilds = ALCUSAGE

¥mijlifs = MRJUSAGE
¥mjlimoz = MRJIUIALGE

¥mj30d=s = MRJUIAGE

TICEETS = ACCIDENT

TICEETS = ALCUILGE MEJUILGE

ACCIDENT = ALCUIAGE MREJUILGE

Jet the Error Variance of ticklimo to 0.00

Jet the Error Variance of accilimo to 0.00

bet the Error Covariance of xmjlimos and xmj3ildds Free
Path Diagram

End of Problem

o -
4| | b

Click on the Run LISREL icon on the main toolbar to produce the following PTH window.

L.11+=  alclifs \

0,76 alc3lds |=+—1. UG

1.00 tickl2mo | ~fo.00

8

0. 14+ milifs 0.1z
23
0. 1.00 acoilimo 0.00

f:.ssf st L 2tmos

-"""\-\-__\_\_

..r””f

0.66 ’///
\Lur-

=Zmj30ds

Chi-Sguare=42 .33, df=9, P-walue=0.00000, EMIEA=0.017

Chapter 5: Structural equation models 282



Discussion of results

Portions of the output file select.out are shown below.

From the results, it is evident that the five factor loadings are statistically significant if a 1% level
of significance is used. In addition, the error covariance for xmj12mos and xmj30ds is also
significant at a 1% level of significance. In other words, the results do not indicate any
misspecifications in the measurement model of the latent variables ALCUSAGE and MRJUSAGE.

LAMEDA-X
ALCUSAGE HEJUSAGE
alclifs 1.99 - -
(0.05)
39.21
alciids 1.06 - -
(0.04)
25.72
xmjlifs - - 2.23
(0.05)
47 .85
xmjlZmos - - 1.63
(0.05)
32.32
®mj30ds - - 0.94
(0.07)
14,31
THETA-DELTA
alelifs ale3i0ods xmjlifs xmjlZmos ®mj30ds
alclifs 1.11
[0.16)
.72
alciids - - .76
(0.06])
12 .37
xmjlifs - - - - 0.14
[0.08)
1.76
xmjlZmos - - - - - - 0.56
[0.08)
10.75
xwj30ds - - - - - - 0.66 1.01
(0.04) (0.11)
17.07 9.45 b’
< >

Since ,5’ =038 (t=11.03), it follows that a student's number of accidents exerts a significant
positive influence (p < 0.01) on his/her number of traffic tickets. Thus an increase in the number

of accidents corresponds to an increase in the number of traffic tickets. Similarly, it follows that the
alcohol usage of a student is a significant antecedent ( p< 0.01) of both the number of accidents
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and the number of traffic tickets of the student. On the other hand, the marijuana usage is not a
statistical significant antecedent of both the student’s number of accidents and traffic tickets.

The R* value for the number of accidents follows as 1 — 0.44 = 0.56. In other words, the alcohol
usage and marijuana usage of a student explains approximately 56% of the variation in the
student’s number of accidents. Similarly, it follows that they explain approximately 27% of the
variation in the number of traffic accidents of the student.

BEETAL -

ACCIDENT TICKETS

ACCIDENT - - - -
TICKETS 0.38 - -
(0.03)
11.03
GAMML
ALCUSAGE  MRJUSLGE
ACCIDENT 0.1z 0.04
(0.03) (0.0z2)
4,70 1.93
TICKETS 0.23 o.o1
{0.05) (0.04)
4,90 0.17
PSI

Note: This matrix is diagonal.

ACCIDENT TICKETS

0.44 0.73
(0.03) {0.05)
15.10 14,42 J
< >

Global Goodness of Fit Statistics, MNissing Data Case

Chi-Sgquare Scale Factor = 0.52319E-01
Number of Strata = 4
MNunber of Clusters = 28
-21n(L) for the saturated model = 276552.78¢6
=21n(L) for the fitted model = Z277361.917
Degrees of Freedom = 9
Full Information ML Chi-5Sguare = 42.33 (P = 0.00)
Root Mean Sguare Error of Approximastion (EM3ELA)] = 0.017
90 Percent Confidence Interwval for RMSEL = [(0.012 ; 0.022)
P-Value for Test of Close Fit (RM3EL < 0.05) = 1.00
w
< >
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From the results above, it is evident that the y° test statistic value for the null hypothesis of a
perfect fit is significant if a 1% level of significance is used. There is sufficient evidence that the
theoretical model does not fit the data perfectly. However, the RMSEA point estimate of 0.017
indicates that the model does provide a close fit to the data (Browne & Cudeck, 1993).

5.4.2 Implementation of sampling weights in a linear growth curve
model

The data

A linear growth curve model with two dummy coded covariates (Lang1 and Lang?2) is fitted to a
simulated dataset contained in the PSF surveysem.psf, contained in the MISSINGEX folder. It is
assumed that the data are stratified according to 48 counties.

Within each county three schools are selected as primary sampling units (PSUs). In school number
1 four students are selected; in schools 2 and 3, three students are selected from each school.
Students were selected on the basis of their initial achievement in an aptitude test (Score1) and
measurements were repeated over six time intervals for five students from each school and over
four time intervals for the remaining five.

The table below (Weight3) shows the weight calculations based on standardized initial scores.

Interval Lower Upper % Expected % Selected Weight3
1 -Inf -1.00 15.87 10.00 1.587
2 -1.00 -0.70 8.33 10.00 0.833
3 -0.70 -0.20 17.88 10.00 1.788
4 -0.20 0.00 7.93 10.00 0.793
5 0.00 0.30 11.79 10.00 1.179
6 0.30 1.00 22.34 10.00 2.234
7 1.00 1.30 6.19 10.00 0.619
8 1.30 1.80 6.09 10.00 0.609
9 1.80 2.30 2.52 10.00 0.252

10 2.30 Inf 1.07 10.00 0.107

Ten students were selected from each school as follows:

e Four from racial group 1 with Weight2 = 7.0/4.0
e Three from racial group 2 with Weight2 = 2.0/3.0
e Three from racial group 3 with Weight2 = 1.0/3.0

Final weights are obtained as follows:

Final_wt = Weight3*Weight2*10.0.
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Multiplication of the weights by a factor of 10.0 was done to illustrate that a constant scaling of the
weights does not affect parameter estimates, standard error estimates or the chi-square goodness of
fit statistic value.

The data were simulated according to the following model.

Score; =a,+a,t;+e;, j=12..6

In the model, t; =(j—1) and i denotes student number i. In simulating the data set, it was assumed
that

a, = a, +y,Langl+y,Lang2+u,

qQ; =, +U;
where
a, 1.0
a “los
i, = var(Uy) =2
Wy = cov(Uy;,U;) = 0.6
vy, = var(u,;)=0.4
e; ~ N(O, lo?), o’ =
and
7 0.5
7)) (=10

The first 10 records of the data set are shown below.

=loix]
County I School I Scorel I Score? I Score3d I Scored I Scoreh I Scoreb | Langl | Lang?2 |F|nﬁ| wll |
1 1.000 10000  -1.836) -0.893  -1.210  -3238  -1161 -1.300 0.000 0000 27765
2 1.000 1.000 -0.06 2.988 0.918 3626 -0oo FMMEEMNNE oooo 0000  27.765 J
3 1.000 1.000 0.739 3.351 0633 -0.808 0.226 1.713 0.000 0000 27765
4 1.000 1.000 1.911 317 3353 .250  -9.000  -9.000 0.000 0000 27765
5 1.000 2.000 0.653 0427 -2252 2683 -3232 6432 1.000 0000 10577
b 1.000 2.000 0.715 1523 275 6776 -9.000  -9.000 1.000 0000 10577
7 1.000 2000 -0.3N 0.462 3.083 0.968 3.284 4457 1.000 0000 10577
8 1.000 3.000 1.392 0.081 0.923 0048 -9.000  -9.000 0.000 1.000 F.289
] 1.000 3.000 0.828 1.414 4930 E.5E0 4106 £.317 0.000 1.000 £.289
10 1.000 30000 1075 0G24 -1772 0359 -9.000  -9.000 0.000 1.000 289 o

Note that even-numbered cases have missing values on Score5 and Score6. This is indicated with a
missing value code of -9.00.
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The model

The conceptual path diagram for the model is shown below. The paths from the latent variables
intcept and time to the dependent variables Score1 to Score6 are shown in gray to indicate that the
corresponding coefficients are fixed values.

Scorel |
acored |

—| Langl ={ intcept
acorel |
— Langi socored [
Acored |
Acoteh |

The conceptual path diagram for the structural part of the model is given below and indicates that
allowance is made for the latent variables to be correlated.

L] G-

— Langd

Mathematical Model

Measurement model

The measurement model for the latent variables may be expressed as
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where y = [Score1 Score2 ....

Lang2]', 8 =[5, 52]’, e=¢g

and Cov(d) =0.

Structural equation model

Score6], x=[Lang1 Lang2], m=[intcept time], &= Lang1
36]’ ,and Cov(g)=c’1. Also

10

11
L

T3

1 4]

_1 5_
Cov(é):|:¢ll ¢21:|’

21 ¢22

The structural equation model for the latent variables intcept and time is given by (B=0)

where Cz[{l 42]’, with

and

n=I¢+¢
Cov(g):|:l//ll l/’n}
Vou Vn

o,
E(‘l)z{ },
a,
r:|:7/1 7/2}
0 0
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where y, and y, denote unknown regression weights. The thirteen unknown model parameters are

2
Vo Vas Wits Wins Wys s Oy O @5 &5 &5 K, and K,

The unrestricted model has 36 + 8 = 44 parameters, since there are 8 observed variables and the
number of non-duplicated elements of a covariance matrix of order 8 is 36. Therefore, the number
of degrees of freedom equals 44 — 13 = 31.

SIMPLIS syntax for the model is shown next. Note that 5.0*time, for example, indicates that the
coefficient for the time— Score6 path is fixed at a value of 5.0.

Bouveytopt A [=TE

Linear Growth Curve Simulated Data
EAW DATA from f£ile 'Surveylewm.PIF!'
Latent Varishles intcept time

Felationships

SJocorel = 1.0%intcept

Socore2d = 1l.0%intcept 1.0%time
Soored = 1.0%intecept 2.0%Cime
Soored = 1.0%intcept 3.0%time
Socoreh = 1.0%intcept 4.0%time
Socoreg = 1.0%intcept S.0%time
inteept = CONST Langl Lang:2

time = CONZST O0.0%Langl O0.0%Lang2

Zet the error Covariance of intcept and time free
Equal Error Wariances: Scorel-3cored

LIZREL OQOUTPUT: ND=3

FPath Diagramm

End of Problem

o

] oy

An experienced LISREL user may prefer to type the SIMPLIS commands to fit a specific model.
However, we provide an outline of the steps required to build the syntax by drawing a path
diagram. With more experience, users will find many shortcuts in developing the syntax. For
example, it may be easier to type in the 1.0*, 2.0%, etc. values after syntax has been generated than
to fix and set each path to a specific value.

Example: Implementation of sampling weights in a linear growth curve model

Describing the data

From the main menu bar, select the Data, Survey Design option and add the variable Final_wt in the
Design weight: box. Click OK when done.
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Survey Design i x|

Warablez in data;

fedd) 5 Design weight;
I Final_wt

<< Flemove

County fdd 35 | Stratification variable:
Schioal I

Score] <4 Hemoyve |

Score?

Scored

Scored e
Eiiak Add s> | Cluster wariable:
Scoreh

[creee ] !

Lang?

Final_wt

Next use the Data, Define Variables option to select the variables Score5 and Score6, then click the
Missing Values button to invoke the Missing Values dialog box. Enter -9.0 as shown below. Click
OK, then use the File, Save option to ensure that these changes are contained in the PSF file.

school | Scorel | Score? | Score3 | Scored | Scoreb | Scoreb |

1.000 x| -1.161 -1.300
1.000 -9.000 [ENT
1.000 0.226 1.713

I County ! |
1.000] | scrool M=t || 9000 -9.000
2.0an gm"ﬂz B -3.03¢2 -6.43¢2

core

2.0a0 - —_ -9.000 -9.000
2.000 Scored ‘ariable Type 3.264 4457
3.000 I"E'E'T?E — -4.000  -5.000
3.000 'I 5 Category Labels 4.106 B.317
3.000 Lang? e -5.000 -5.000
1.000 Final_uwt Mizzing Yalues | -2.285 017z
1.00 papmm ~ a0 -9.000
| Missing Values for Score5.. T
1233 &+ Mo missing values ?33 g?gg
E:Dl:l "~ Mizsing walues B | iy -El:[ll:ll:l_
2.00 I I I ) 1.793
3.00 on -9.000
300 Low | High |  Appoal fB2 0576
3.00 1] -5.000
1.00 Global mizzing value I'EU:I I I 04 -4.000
1.00 on -9.000
1.00 Low | High | 00 -9.000
1.00 oa -5.000

- Creletion methods; = Lishwize  * Paiwize _
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Setting up the analysis

To generate the SIMPLIS commands interactively, we proceed as follows. Using the File, New option,
select the Path Diagram option from the New dialog box.

Mew x|
Mew |
PRELIS Data -
SIMPLIS Project -
LISREL Froject

Save the new path diagram in the MISSINGEX folder as Surveyl.pth.

Save Az

9 MISSINGEX =l -

N
Fath Diagram [*.pth) |_

Click Save when done. From the Setup menu, select Title and Comments.

i LISREL Windows Application - Surveyl . pth

| Setup.

Title and Comments ...

This action loads the Title and Comments dialog box shown below. Enter a title and any (optional)
comments as shown below.
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Title and Comments

Linear Growth Curve Simulated Datd

Click Next to proceed to the Groups dialog and, since this is a single-group example, click Next
again to activate the Labels dialog shown below. To add a list of observed variables, click the
Add/Read Variables button below the Observed Variables list box.

From the Add/Read Variables dialog box, click the Read from file: radio button and select PRELIS
System File. Next, use the Browse button to locate and select surveysem.psf.
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PRELIS Syztem File

Click the Open button once the desired PSF is selected. The observed variable names will be
displayed in the Labels dialog box. To add a list of latent variables, click the Add Latent Variables
button and type the names of the latent variables one at a time.

Add ¥Yariables

Click OK when the latent variables intcept and time are entered. The left hand side of the path
diagram window should display the observed and latent variables. If not, select the View, Toolbars
option and from the drop-down list Select Variables. Click on the check boxes on the right hand
side of the variable names to define Score1 to Score6 as Y (dependent) variables and intcept and time
as Eta (endogenous latent) variables.
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County
School
Scorel
Score?
Score3
Scored
Scoreh
Scoreb
Langl

Lang2

Final_wt
CONST

intcept
time

We start drawing the path diagram by dragging the names Score1 to Score6 to the path diagram
window. Next, drag intcept and time to the middle of the path diagram window. A variable is
dragged to the path diagram window by left-clicking on the variable name and then moving it with
the left mouse button held down. Finally, drag Lang1, Lang2 and CONST to the left of intcept and
time. Click the one-sided arrow on the drawing bar and connect arrows from intcept to the variables

Scoret, ..., Score6.
acorel |0 00
o.o0—  Langl
Hcore?  |=+0.00
Scored  |=+0.00
o.o0— Lang?

Scored =0, 00

Scoreh =0, 00
o0.00— COWNST

Scoreb =0, 00

With the left mouse button down, start in the ellipse and drag the arrow to within a rectangle
representing one of the Score variables before releasing the mouse button. Unselect the arrow by
clicking on the square on the drawing bar. Once this is done, move the mouse pointer to each arrow
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and right-click. From the pop-up menu, select Fix. Repeat this for each path from intcept to a Score
value.

: acotel

A == Hers e = -kt
=0 == [ = =

ACorel  |=e+0_00

SCOteb  |==0.00

Once all the paths are fixed, start with the path from intcept to Score1. Right-click on the arrow, and
select the Set Value option from the pop-up menu.

Gcorel =0, 00
1.00

1.00 Score? =0, 00
1.00

Scorel  [=0.00
1.00

SetWalue ..
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Change the value of each path to 1 as shown below.

Set Starting or Fixed Yalues

SetWalue To:

[

Repeat the above procedure by drawing paths from time to Score2, Score3, ..., Score6. Fix these
paths and set the path coefficients to 1, 2, 3, 4, and 5 respectively, as shown below.

1.04
1.00

l.0c
Z.00

4-DI:I

. oo

. oo

. oo

. g

acotel =0
ncored =0
ncored =0
GBooted [0
scoreh  [==0

Lcotef  [=e0

R

.oo

.oo

.oo

.oo

.oo

.oo

The path diagram is completed by drawing arrows from Lang1, Lang2 and the SIMPLIS variable
CONST to intcept and time as shown. Once this is done, select the two-sided arrow (error covariance
or factor correlation) to add a covariance path between Lang1 and Lang2.
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. x|
N 9 DA

a.00— Langl
0.o0— Langd
g.00— CONET

TTTo.oo .
intcept
0.00
o

oo

0.

scorel  [=0_00
| Ermor covariance or factor cnrrelatinn'*
1
1.00 dcoted  [=-0.00
1.00
Scored  [=0.00
1.00
1.00
1. 00 scored  [=+0.00
1.00
2.00 sootel  [=-0_00
z.00
4.00 scoref  [e0.00
5.00

oo
\D. oo
0.00

To draw this path, left-click on the horizontal link between 0.00 and the Lang1 rectangle. Drag the
path to the line connecting 0.00 and Lang2 before releasing the mouse button.

Langl

00—
a’

o.o0

-&ﬂ
00—

Langd

o.o0—j

CONST

scotel [=e0.00
1.00
—
1
1.00 Scote?  [=+0.00
1.00
Hcotel [=e0.00
1.00
100
100 scored  [=+0.00
1.00
Z.o0 scoreh =000
3.00
4. 00 Scoref  [=-0.00
5.00

To build the corresponding SIMPLIS syntax, select Setup,

menu.
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i LISREL Windows Application - 5

Coun
SEhDI?; Buald SIMPLI

The syntax shown below is generated.

F Surveyl 5Pl

RAW DATA from file 'C:hPngram Filesh lisreld704 NISIINGED, 3urveyiem.PIF!
Latent Variasbles intcept time

Felationships

Soorel = 1.00%intcept

ScoreZ = 1.00%intcept 1.00%tcime
Sooreld = 1.00%intcept 2.00%tcime
Goored = 1.00%inteept 3.00%Cime
Scoreb = 1.00%intcept 4.00%cime
Jocores = 1.00%intcept S5.00%cime

intecept = Langl Langs CONIT
time = Langl Lang2 CONST
FPath Diagratm
End of Probhlem

In our model, we assume that the coefficient of the latent variable time is not influenced by Lang1
or Lang2 and we change the syntax by adding 0.00* in front of Lang1 and Lang2 as shown below.

EE Surveyl SPI

Linear Growth Curve Jimulated Data [
RAW DATA from file 'C:%WProgram FileshlisrelS704MIZIINGED JurveyIem.P3IF!'
Latent Varisbles intcept time

RFelationships

SJoorel = 1.00%Fintocept

SooreZ = 1.00%intcept 1.00%Cime

Soored = 1.00%intcept 2.00%Cime

Soored = 1.00%intocept 3.00%Cime

SJooreS = 1.00%Fintcept 4.00%Cime

Sooref = 1.00%intocept 5.00%Cime

inteept = Langl Lang:s CON3ST -
time = 0.00%Langl 0.00%LangZ CONIT

! Commands below added

Set the error Covariance of intecept and tinme free

Equal Error Variances: Scorel-3coret

Fath Diagram B
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Since it is assumed that the error variances associated with the dependent variables are
homogeneous, we manually add the command

Equal Error Variances: Score1 — Score6

In addition, it is assumed that intcept and time are correlated. The equivalent SIMPLIS command is
also typed in, as shown in the syntax file.

Once these modifications to the command file are completed, click the Run LISREL icon to obtain a
path diagram.

Discussion of results — implementation of sampling weights in a linear growth curve model

The path diagram shows the parameter estimates and y° goodness of fit statistic ( y° = 72.42, df =

31) under the assumption that stratification and selection of clusters do not effect standard errors or
model fit.

acorel |=e-l.0z

[

. oo

—=i-1_0Z
o0 Acoted
0.41 :
oo
i [ninl S -|—_'|__|:|2

-

[

;ﬂ.lﬁ_ Langl

-0_n0z -0.93 1.00 cored
\m e .55
.08— Langl T nh scored  [~elooz
4_0m
£.00 dooreh  |eel.oz

SCOTeh  |=Ll.02

Chi-Sguare=72 .42, df=31, P-walue=0.00004, BEMIEA=0.01%

In the display below, the structural part of the model is shown. The numeric values are the t-values
(t: parameter estimate/std. error) for each path. For example, the t-value for 7, =0.41 equals 2.28.
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T T B
¥ zurveyl PTH

/*9_4?— Langl 2.234?_5x

-£.49 —4.3%3 g.00

\m_ag— Langd / 48.913/

Example: Incorporating stratum and cluster variables in the model

Next, select the Survey Design option from the Data menu and add County and School respectively
as stratification and cluster variables. Click OK and then select the File, Save option.

F-surveysem.PSF j Survey Design 0 5[

Coun school Yanables in data:

é 1.000 ::ggg |Eu:uunt§ Sdd 55 | |§I:tratifit|:aticun wariable:
3 1.000 1.000 Scorel << Remove oty

4 1.000 1.000 Score? —I

5 1.000 2000 |3oored |

b 1.000 2000 |Scores Cluster variable:
i 1.000 2.000 Scoreh T |S|:hu:u:u|

8 1.000 3000 [rnd) emove |

q 1.000 3000 |Final wt

10 1.000 3.000 -
11 2 000 1.000 fodd 53 | lff';:;ﬁllnf@ht-
12 2 000 1.000 EE— | E

13 2 000 1.000 ~

14 2.000 1.000 _ | |

T

16 2.000 2000 o

17 2.000 2.000

1f 2100 30NN Cancel kK
A

Once this is done, make surveyl.spl the active window before clicking the Run Lisrel icon.

Discussion of results — Incorporating stratum and cluster variables in the model

From the path diagram below we note that the y statistic has decreased from 72.42 to 31.34 and
that the t-value corresponding to 7, decreased from 2.28 to 1.71. In the latter case, the t-value
indicates a non-significant coefficient for the Lang1, intcept path.
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o

Langl

l-?l *6-2

-Z.79

7.0
-4.13

LSBT

/

Lang?

Chi-Scuare=31.34, df=31,

P—value=0.44911,

R

FMZEA=0.001

Finally, selected parts of the LISREL output are shown below.

Linear Growth Curve Simumlated Data
LIZEEL Estimatezs (Maximum Likelihood)
GAMMA
Langl Lang
intcept 0.414 -0.934
(0.277) (0.728)
0.532 -1.282
FPHI
Langl Langsz
Langl 0.1a0 B
(0.058) II
1.564
Lang2 -0.0zo 0.020
(0.023) (0.062)
-0.5a85 1.451

o

The 95% confidence intervals for the estimated parameters show that the population parameter
values are all contained in the respective intervals. For example, a 95% confidence interval for ¢,

gives 0.491£2(0.05) =(0.391; 0.591) with corresponding population value of 0.5.
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B surveyl OUT

intcept

intcept 2.033
[1.055)
1.931
time 0.666 0.382
(0,307 0.132)
2.174 Z2.8949
THETAL-EF3
Scorel Jocorez Jcored Scored
1.023 1.023 1.023 1.023
[0.153) [0.153) [0.153) [0.153)
G.677 G.677 G.677 G.677
ALPHR
intcept time

{0.538)
1,542

{0.159)
3,088

Jcores Jcore6
1.023 1.023
[0.153) [0.153)
G.677 G.677

The »° goodness-of-fit statistic equals 31.34, with a corresponding p-value of 0.45, indicating that

the model fits the data quite well.

F surveyl OUT g =]
=
zlobhal Goodness of Fit 3tatistics, Missing Data Case
Chi-3quare 2cale Factor = 0.29463E-01
MNumbher of Strata = 45
MNumbher of Clusters = 144
-21lniL) for the =saturated mwodel = Q2753 .728
-21lniL) for the fitted model = 93817 .557
Degrees of Freedom = 31
Full Information ML Chi-Sguare = 31.341 (P = 0.449)
Foot Mean 3gquare Error of Approximation (RM3IEL) = 0.00149
90 Percent Confidence Interwval for RMIEL = (0.0 ; 0.0107)
P-Value for Test of Close Fit (RM3EL <« 0.05) = 1.000
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5.5 Evaluation

5.5.1 Simulation study based on a linear growth curve model

Introduction

In Section 4.5.2, a simulation study based on a linear growth model for continuous outcomes was
discussed (see Asparouhov, 2004). This study is repeated by fitting a structural equation model to
the data which is mathematically equivalent to a multilevel model.

The data

An unbalanced design, consisting of 500 univariate observations that are clustered within 100
level-two units, was used. Half of the level two units have four observations and the other half have
six observations. The times of the observations are equally spaced starting at 0 and ending with 3
for the clusters with 4 observations and ending with 5 for the clusters with 6 observations. The
linear growth model has random intercept and slope coefficients. For a complete description of the
data, see Section 4.5.2.

The model

A path diagram of the model is shown below.

= il
= i3
—= o
—= h
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The LISREL model is

x=A+0
where
o
1 1
A, = 1 2 ’
1 3
1 4
_1 5_

E()= m Cov(e) = {z ﬂ

and Cov(d)=o"1.

Setting up the analysis

The SIMPLIS syntax for fitting this growth model is as follows.

B Simul_zpl
Linear Growth Curve Simulated bLats
Raw data from file SINUL.P3F
Latent Variables intcept time
Relationships

Tl = 1¥intecept OFtime

T2 = 1%intcept 1%time

¥3 = 1%intcept Z¥time

T3 = 1%intcept S¥time

TS = 1%intcept 4¥cime

Te = 1%intcept S5¥tcime
intecept time = CON3T

Equal Error Variances: T1 - Y¥a

Path Diagram
Iterations = 250

LISREL OQUTPUT MND=3

Method of Estimation: Maximwn Likelihood
End of Problem

The command intcept time = CONST indicates the estimation of the population intercept and slope
coefficients. The command Equal Error Variances: Y1 — Y6 specifies a homogeneous error variance
term on level 1 of the model.
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Discussion of results

Results of the simulation study are summarized in Tables 5.1 and 5.2.

Table 5.1: Bias and Coverage in LISREL and Mplus

Parameter | True Value | Bias Coverage
LISREL | Mplus | LISREL | Mplus
B, 0.5 0.017 | 0.017 | 0.908 | 0.908
B 0.1 0.002 | 0.002 | 0.938 | 0.942
&, 1 -0.024 | -0.024 | 0.845 | 0.848
b, 0.2 -0.006 | -0.006 | 0.892 | 0.902
b, 0.3 -0.006 | -0.006 | 0.936 | 0.940
o’ 1 -0.008 | -0.008 | 0.908 | 0.910

The bias and coverage produced by LISREL and Mplus are virtually identical.

As part of the simulation study, the unadjusted and adjusted y° goodness-of-fit statistics for each
of the 500 simulations were computed. The adjusted y*> was obtained by the multiplication of the

unadjusted »° with the y”scale factor, as described in Section 5.6. The mean values and rejection
rates of these statistics for the 500 samples are given in Table 5.2. The rejection rate (expressed as
a percentage) denotes the number of times the z° statistic exceeded 4,,,,s. The degrees of

freedom, 21, is obtained as the number of non-duplicated elements of the covariance matrix plus
the number of means minus the number of parameters estimated. Therefore df =21+6—-6.

Table 5.2: Mean values and rejection rates of y*> goodness-of-fit statistics

Unadjusted y* | Adjusted z°

32.98 22.49
32 % 9%

The expected mean for a y;, random variate is 21. The mean for the adjusted y*, which is higher
than the expected mean, explains the rejection rate being higher than 5 %. This result implies that
more research on the correction factor of the y” test statistic under complex sampling is indicated.
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5.5.2 Latent curve analysis with main and interaction effects

Introduction

Curran, Bauer & Willoughby (2004) considered the testing of main effects and interactions in
latent curve analysis. Their goal was to illustrate that classic techniques, as applied in multiple
regression, can be generalized to the case of latent curve analyses. As part of the paper, an example
was used to illustrate the testing of a categorical by continuous interaction in an unbalanced latent
curve model with missing data over time. In this section, the same model is fitted, with and without
sampling weights, in order to evaluate the impact of ignoring weights on an analysis: an analysis
option not available to the authors of the paper at the time of publication.

The data

The example in the paper was based on data from the National Longitudinal Study of Youth.
Specific details on the selection of the sample can be found in Curran (1997). The sample consists
of information on 405 children at 4 occasions. At the start of the study, children in the sample were
between 6 and 8 years old. Information is not available for all children on all occasions: while 405
were interviewed initially, the second, third, and fourth occasions provided information on 374,
297, and 294 children respectively. Only 221 children were interviewed on all four occasions. As
such, the participant attrition over time, combined with the variability in age at the start of the
study and the fact that measurement occasions were approximately two years apart, makes this an
example of an unbalanced design with missing data.

In this section, the same data are used. Two analyses will be performed: a multilevel and a SEM
analysis, the latter to verify the validity of the comparison of our results with that of Curran, Bauer
& Willoughby (2004). In addition, models will be fitted with and without sampling weights.

The data were used in different formats for the structural equation and multilevel models. A short
description of each data format is given below.

Structural equation modeling

A few of the variables in the data set curran_NLSY_subset.psf are shown below for the first 10
observations.
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F curran_NLSY_subset. PSF

home_emo | home_cog | antiyl |antiy2 |antiy3 |antiy4 [antiyd|antivb [antiy/ |antiv8
9.0000 2,000 -9.000 1.000 -9.000 0.000 -9.000 2.000 =
2.000 -9.000 -9.000 7.000 -9.000 -9.000 -9.000 -9.000 |
-9.000 1.000 -9.000 0.000 -9.000 2.000 -9.000 0.000
2.000 -9.000 -9.000 3.000 -9.000 3.000 -9.000 7.000
4.000 -9.000 -9.000 3.000 -9.000 3.000 -9.000 2.000
-9.000 -9.000 2,000 -9.000 1.000 -9.000 0.000 -9.000
1.000 -9.000 -9.000 1.000 -9.000 1.000 -9.000 0.000
0.000 -9.000 -9.000 2,000 -9.000 1.000 0.000 -9.000
5.000 -9.000 6.000 -9.000 3.000 -9.000 4.000 -9.000
-9.000 -9.000 0.000 -9.000 2000 -9.000 2000 -9.000 -

The emotional support at home and the level of antisocial behavior exhibited by these children
were of special interest. The authors focused on three questions of interest: the form of the mean
developmental trajectory of antisocial behavior over time, the possibility of meaningful individual
variability in trajectories around these mean values, and the possible effect of interaction between
the gender of a child and the level of emotional support on antisocial behavior.

The following variables included in the PSF were selected from the survey data:

o MOM_ID: This variable represents the identification number of the mother and serves as
grouping variable for all measurements for a specific child. There are 405 mothers included
in this subset of the NLSY data.

o MOM_WT: The sampling weight for each mother.

o antiy1 — antiy10: A measure of antisocial behavior in the child. For each of these variables, a
continuous measure representing the sum of six items assessing child antisocial behavior
over the previous 3 months was created with values ranging between 0 and 12, where a
high value would indicate a higher level of antisocial behavior.

o genfemo: The gender of the child, coded “0” for a female, and “1” for a male.

o home_emo: A measure of emotional support of the child in the home. This continuous
measure, ranged from 0 to 13 with higher values reflecting higher levels of support, was
measured at the first measurement occasion. It is centered around the mean level of
emotional support.

o home_cog: A measure of cognitive stimulation, computed as a summation of 14
dichotomously scored items reported by the mother, which ranges between 0 and 14.

o genxemo: A variable intended to represent the interaction between a child’s gender and level
of emotional support: genxemo = genfemox home_emo.

Multilevel modeling

For the multilevel analysis, the PSF curran_mlev.psf was used as basis of the analysis. Data on all
the variables used in this model are shown below for the first 10 respondents. Note that, in contrast
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to the PSF used for the SEM model, antisocial behavior is now represented by a single variable
containing the stacked measurements over the 4 measurement occasions. For the first child, for
example, the values 2, 1, 0, and 2 respectively were observed at the measurement occasions, where
the latter is indicated by the variable tim.

F curran_mlev. PSE

Mom_ID Mom_Wht Antiy tim genfemo |home_emo | genxemo
1 s 493088.000 2.000 1.000 1.000 0.795 0.795 =~
2 2838.000 493088.000 1.000 3.000 1.000 0.795 0.795
3 288.000 493088.000 0.000 5.000 1.000 0.795 0.795
4 2838.000 493088.000 2.000 7.000 1.000 0.795 0.795
5 297.000 598291.000 2.000 0.000 1.000 -0.205 -0.205
6 297.000 598291.000 7.000 3.000 1.000 -0.205 -0.205
Fi 343.000 159958.000 1.000 1.000 1.000 1.795 1.795
8 343.000 159958.000 0.000 3.000 1.000 1.795 1.795
9 343.000 159958.000 2.000 5.000 1.000 1.795 1.795
10 343.000 159958.000 0.000 7.000 1.000 1.795 1795 «
| [

The following variables were used in the multilevel analysis:

o Mom_ID: This variable represents the identification number of the mother and serves as
grouping variable for all measurements for a specific child. There are 405 mothers included
in this subset of the NLSY data.

o Mom_Wt: The sampling weight for each mother.

o antiy: A measure of antisocial behavior in the child at a given measurement occasion. This
continuous measure, representing the sum of six items assessing child antisocial behavior
over the previous 3 months, was created with values ranging between 0 and 12, where a
high value would indicate a higher level of antisocial behavior.

o tim: This variable indicates the time of measurement, and varies from O to 9.
o genfemo: The gender of the child, coded “0” for a female, and “1” for a male.

o home_emo: A measure of emotional support of the child in the home. This continuous
measure ranged from 0 to 13, with higher values reflecting higher levels of support, was
measured at the first measurement occasion. It is centered around the mean level of
emotional support.

0 genxemo: A variable intended to represent the interaction between a child’s gender and level
of emotional support: genxemo = genfemox home_emo.

The model

Curran, Bauer & Willoughby (2004) shows how a structural equation model-based latent curve
analysis and a hierarchical linear model for these data can be formulated to produce equivalent
results. They point out, however, that there are subtle but important differences in both model
estimation and interpretation due to the way in which time is incorporated into the model. These
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differences are of particular importance in the case of conditional growth models, where one or
more exogenous variables predict the random growth curve parameters. Main effects of the random
trajectories imply that exogenous variables interact with time in the prediction of repeated
measures for both cases. While both predictors and time are used as exogenous variables in the
hierarchical linear model, the interaction between time and any predictor is explicitly modeled as a
cross-level interaction. The latent curve analysis does not use time as a variable as such. Instead, it
is incorporated into the model via the factor loading matrix. In this section, the two models and
data sets constructed for use in the analyses will further illustrate this difference. To accommodate
the differences in models fitted and data sets used, the structural equation model and the multilevel,
or hierarchical linear, model, will be discussed separately in the rest of this section.

Structural equation model

We first consider the structural equation model. The model shown below corresponds to Figure 2
in Curran, Bauer & Willoughby (2004), and represents cohort-sequential conditional linear latent
curve model with 10 time points, regressed on the main effect of gender, the main effect of
emotion, and the interaction between gender and emotion. The variables intcept and slope represent
the latent intercept and latent slope of the trajectory respectively.

antiy 1 -

antiya -——

antiy 3 ————

— genferml |-
S -

antiys -——

— hote_etno ‘
P =

antiy ¥ -——

| ZerEetno

antiy 3 -

antiy s -
antiy 10

In the Y part of the model, we include the dependent variables antiy1 to antiy10. It is assumed that
antiy1 to antiy10 are indicators of the endogenous (ETA) latent variables intcept and slope.

The covariates genfemo, home_emo, and genxemo are also assumed to have relationships with both
the intercept and the slope of the trajectory and form the X part of the model. Finally, we allow the
intcept and slope variables to be correlated. This path cannot be seen on the basic path diagram,
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which is the type of diagram used here (to view this path, select the Structural Model option from
the Models: drop-down list in the PTH window).

Mathematical model

The LISREL model consists of a measurement and structural part.

Measurement model

The measurement model may be expressed as

where y=[antiyl antiy2 ... antiy10], x=[genfemo hom_emo genxemo]

e=[s & ... &,],6=[6 6 &], &=[genfemo hom_emo genxemo],

{intcept}
’rl:
slope
and
/1111111 11
A, = .
0123 45¢6 7289

Cov(e) is a diagonal matrix with diagonal elements var(g,), var(s,), ..., var(g,) where we

constrained these elements to be equal, while A, isa 3x3 identity matrix and

S P 9y
Cov)=®=|¢, ¢, ¢,
& by Py

Structural equation model

The structural equation model for the latent variables intcept and slope is given by (B=0)
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n=I&+g

where {=[¢, ¢,], with

COV(Q):{V/H ‘//21}

Vau Van

al
E(C){a }

and

r{% 2 73}
Vo Vs Vel

The unknown model parameters are therefore y,, 7,, 75, V4» Vs> Ve» Oy Qs By Bias oovs Piys
Wiis Vips Vo, and var(s) .

Multilevel model

A general two-level model for a response variable y depending on a set of r predictors
X, X,,...,X, can be written in the form

Yi = Xcryib X0l + X585

where 1=1,2,...,N denotes the level-2 units, and j=1,2,...,n; the level-1 units. Thus y;

represents the response of individual j, nested within level-2 unit i. The model shown here
consists of a fixed and a random part. The fixed part of the model is represented by the vector

product x (B, where X ,; is a typical row of the design matrix of the fixed part of the model

with, as elements, a subset of the r predictors. The vector B contains the fixed, but unknown

(23l and X1y

model at levels 2 and 1 respectively. For example, x,, represents a typical row of the design

parameters to be estimated. The vector products x e; denote the random part of the
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matrix of the random part at level 2, and wu; the vector of random level-2 coefficients to be

estimated. The product x,;e; serves the same purpose at level 1. It is assumed that u,,u,,...,uy

are assumed i.i.d., with mean vector 0 and covariance matrix @, , and e, e e, are assumed

27 Vin,

i.i.d., with mean vector 0 and covariance matrix @, .

Within this hierarchical framework, the model fitted to the data uses the participant's gender, level
of emotional support at home, and the interaction between these variables to predict the variability
in intercept and slope over time of antisocial behavior trajectories.

antiy; = B, + S, * genfemo; + 3, *home _emo;, + /3, * genxemo;; +
B, xtim; + B *(genfemo, )(tim; ) + B, * (home _emo;, )(tim;) +
B, *(genxemoy )(tim; ) + U, ++U;, *tim, +e¢;

where £, denotes the average expected level of antisocial behavior for a female child at the first

measurement occasion with a score of 0 on the measure of emotional support at home. The
coefficients B, f3,,..., B, are the estimated coefficients associated with the fixed part of the model

which contains the predictor variables genfemo, home_emo, and the interaction term genxemo. The

random part of the model is represented by, U,,, U, *tim;, and e;, which denote the variation in

average level of antisocial behavior between children, in slope over measurements occasions, and
between measurements taken at different occasions, where the occasions form the lowest level of
the hierarchy.

i0 >

Setting up the analysis

Structural equation model

The SIMPLIS syntax for the model is shown below. Note that 5.0*slope, for example, indicates that
the coefficient for the slope— antiy6 path is fixed at a value of 5.0.
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B¥ currani.spl O] =|

Linear Growth Curwve NL3Y Data Curran =t al (2004) —_—
FAW DATA from file 'Curran NL3Y subset.P3F! —
Latent Variables intcept =lope

Felationships

antiyl = 1.0%intcept

antiyd = 1.0%intcept 1.0%slope

antiy3d = 1.0%intcept 2.0%slope

antiyd = 1.0%intcept 3.0%slope

antiyh = 1.0%intcept 4.0%slope

antiye = 1.0%intcept 5.0%slope

antiy? = 1.0%intcept 6.0%slope

antiy8 = 1.0%intcept 7.0%slope

antiy® = 1.0%intcept S5.0%slope

antiylO= 1.0%intcept 9.0%slope

inteept = CONET genfem home emo  genxemo
slope = CON3T genfeml home emo  genxemo

3et the error Cowvariance of inteept and slope free
Equal Error Wariances: antiyl-antiyl0

LISREL OUTPUT: ND=3 IT=0 PV=curranl.par 3V=curranl.std
Path Diagram

End of Problem

= _J:J
| H A

An experienced LISREL user may prefer to type the SIMPLIS commands to fit a specific model.
Alternatively, the syntax can be created by drawing a path diagram. This is done in the same way
as shown in Section 5.4.2. To add a weight variable, as is the case in the second of the structural
equation models considered here, select the Data, Survey Design option from the main menu bar

5 LISREL Windows Application - cumman_NL5Y_subset. PSF
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and enter the variable MOM_WT in the Design weight field as shown below.

"anables in data:

genfemi] Stratification wariable:
home_emo
home_cog
antiyl
antiye
antiy3
antiyd
antiyh
antiye
antiy?
antiya
antiyd
antiy10
kO _ID
RO T
YTH D

Design weight;

e | 1"

Prezently the Survey Design feature iz only available for structural
equation maodels with cantinuous vanables

To run the model, click the Run LISREL icon button on the main menu bar.

Multilevel model

Specifying the multilevel model is straightforward, and proceeds as shown in Chapter 4. Briefly,
the level-2 ID is identified as Mom_ID, the outcome is antiy, and the fixed part of the model consists
of the variables genfemo, home_emo, genxemo and tim as shown in the two dialog boxes below. The
weight variable Mom_Wt used in the second of the multilevel analyses discussed here is entered on
the Identification Variables dialog box.
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Identification variables X|

Wariables in data Add s | Lewvel 3 |0 Variable
bam [0 I
b ot <% Bemove |

Antiy
i _
Lewvel 210 Wariable
harme_ermo I tom_|D
QEEEmD << Remove |
home_cog
fdd | LLewvel 2hfemght:

£< Bemove | I

fudd 5 | Level 2 'wieight:
<< Hemoye | I

fodd 5 | Lewvel 1 Y eight:
IMDm_Wt
<< Remove |

Note that, in the Select Response and Fixed Variables dialog box shown, the required interaction
between tim and the three variables genfemo, home_emo, genxemo is not included — this will be
added manually to the syntax file created via the dialog boxes.

Select Response and Fixed ¥ariables : i[
Wariables in data R ezponze anables
Aty
Add 3
<< Bemove
Fixed Wanables
V¥ Intercept kim
genfemo
Add a3 home_emo
dehEenio
<4 Bemove
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To estimate both a random intercept and a random slope, add the variable tim to the Random Level
2 field on the Random Variables dialog box as shown below.

Random Yariables x|
Wariables in data R andom Level 1
kom_ID I |rtercept
b oy _ et
At Add s>
genfemo << Hemove
home_emo -
gEr¥emo

R andom Level 2

home_cog
v Intercept tirn

Add # 3

<4 Hemove

i

Fandom Lewvel 3

v Intercept
Add

£4 Bemove

l

The syntax generated via the Finish button on the Random Variables dialog box is shown below:

' curran_mlev.PRZ ;IEI EI

OPTICNS OL3=YES CONWVERGE=0.001000 MAXITER=10 OUTPUT=3TANDARD
TITLE=Curran 2004 FPaper plus Weights;

SY='C:\Program Filesh lisrelS7V04WMISSINGEX \ curran mlev.PIF';
IDZ=Mom ID;

WEIGHT1=Mom Wt;

RESPOMIE=Antivy:

FIXED=intcdpt tim genfemo home emo genxemo;

RANDOMl=intcept;

RANDOMZ=intcept tim;

|

r

Finally, type the additional interaction terms tim*genfemo tim*home_emo tim*genxemo into the syntax
file to obtain the final syntax as shown below. The analysis is started by clicking the Run Prelis
icon button on the main menu bar.
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B¥ curran_mlev1.PR2 =10/ x|

OPTIONS OL3=YES COWNWVERGE=0.000100 MAXTITER=100 OUTPUT=STAMDARD

TITLE=Curran 2004 Paper plus Weights:

3Y='C:WProgram Files'lisrel370WMISSINGEX\curran mlev.P3F';

IDEZ=Mom ID;

RESPONSE=Antivy:

FIZED=intcept tim genfemo home emo genxemo sukipdesChahf=yalaiiegh by sterqi=iala b alde i b 4=ie) -
FANDOMl=intcept;

BANDOMZ=intcept tim:

=3

|

Discussion of results

The results of both the SEM and multilevel models are summarized in Table 5.3. The table also
contains the results from Curran, Bauer & Willoughby (2004). These analyses did not take the
sampling weight Mom_Wt into account. The results of the weighted analysis, in which this variable
was incorporated into the estimation procedure, are reported in Table 5.4.

Table 5.3: Unweighted analyses: comparison of results

Estimates Standard errors
Coefficient CBW Multilevel | SEM CBW Multilevel | SEM
paper paper
genfemo (7;) 0.829 0.829 0.829 0.161 0.161 0.161
home_emo (7, ) -0.194 -0.194 0.1-94 0.048 0.048 0.048
genxemo (75 ) 0.044 0.044 0.044 0.070 0.070 0.070
INTCPT () 1.217 1.217 1.217 0.114 0.115 0.114
timx genfemo () 0.013 0.013 0.013 0.035 0.035 0.035
timx home_emo () 0.012 0.012 0.012 0.010 0.010 0.010
?2? genfemo>home_emo 0029 | 0029 | oo | 0015 | 0015 |0015
tim (&, ) 0.066 0.066 0.066 0.024 0.025 0.025
Var (intcept) (4,,) * 0.669 0.669 * 0.203 0.204
Var(time slope) (¢,,) * 0.019 0.019 * 0.009 0.009
Cov(intcept,tim) (¢,,) * 0.076 0.076 * 0.035 0.035
o’ (var(e)) * 1.758 1.758 * 0.097 0.098

*  Not reported in the Curran et. al. paper
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Table 5.4: Weighted analyses: comparison of results

Coefficient I_Estimates Stapdard errors
Multilevel | SEM | Multilevel | SEM
genfemo (7,) 0.901 0.900 0.201 0.205
home_emo (7,) -0.244 | -0.243 0.021 0.058
genxemo (75 ) 0.122 0.122 0.112 0.115
INTCPT () 1.203 1.203 0.120 0.115
tim x genfemo (y,) 0.024 0.024 0.047 0.048
tim x home_emo () 0.014 0.014 0.015 0.015

tim x genfemo
X home_emo ()

tim (¢, ) 0.073 | 0.073 | 0.030 | 0.030
Var (intcept) (4,,) 0.487 | 0415 | 0.317 |0.330
Var (time slope) (¢,,) 0.230 | 0.022 | 0.014 |0.015
Cov(intcept,tim) (¢,,) | 0.091 0.103 | 0.060 | 0.063
o’ (var(g)) 1.966 | 1.996 | 0.234 |0.217

-0.020 | -0.020 | 0.026 |0.038

The goodness-of-fit of the models fitted can also be compared. For the weighted structural
equations model, the following path diagram was obtained:

antiy 1 %1 396
1l.000 iga
an =1 _
0. 900 1.000 -
antiys |-=1.995
_z50— genfeml [T 1.000 L
—0.=24 L. 000 .
0 fozs ><1 1. 000 SR L. 836
Ilk}. J1EE 4 .00 .
-0.00%. 371— hame_emo A,000 LT
lll, 0.0z4 ‘l_ [nln]n} s
MR an -]
Z.448 l\'\ 1000 ; 1-236
\; 0.014 L L Ii
E.0an antiy 7 =] _99E
1445 genxemo [—. L
-0.0z0 &._ 000 I—
zlope 7.000 antiys [==1_395
2.00o0 Ii
2.000 antiys |-==1_3995
.
antiy 10 |==1_99&

Chi-Souare=99.453, df=33, P-wvalue=0.104835, BFM3IEA=0.0ZZ
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From the path diagram, y°> = 99.48, with 83 degrees of freedom. The corresponding y’ -statistic

value for the unweighted model is 107.2978, with 83 degrees of freedom. For the analyses that
included the weight variable, there are differences in parameter estimates if we compare the
multilevel model results with those of the structural equation model. These differences are most
evident in the covariance matrix of the latent variables. LISREL produced a warning message that
this matrix is not positive definite. On further examination, it was found that the variable antiy10
contained only 8 non-missing observations. Refitting of the models, using the first 9 variables
antiy1 — antiy9, showed that the multilevel and SEM results are identical in this case.

5.5.3 Replicate weights

Introduction

Survey data sets often include a column W, of design weights and additional columns
W, W,,...,W; , of replicate weights. Typically, a researcher may repeatedly fit the same model to
the data by working through the sequence of weight variables W,,W,,...,W,_,. Means of the R

sets of parameter estimates and their standard errors may subsequently be computed to obtain more
accurate parameter and standard error estimates. In this section, we illustrate how to use LISREL in
the case of replicate weights.

The data

The data set used here is described in Section 3.4.1. A few of the variables are shown below for the
first 10 observations in the data set.

B replicwts. psf EI @|E|

CENREG [FACTYFE| ALCEU | COCEU | MAREU AGE |GENDER
1 2.0 1.0 -9.0 1.0 230 1.0«
2 4.0 2.0 1.0 -9.0 1.0 26.0 20
3 2.0 3.0 1.0 1.0 1.0 34.0 1.0
4 an 4.0 1.0 -4.0 1.0 13.0 1.0
b 2l 4.0 1.0 -4.0 -4.0 2a8.0 1.0
1] 4.0 4.0 -3.0 -9.0 -4.0 2.0 1.0
Fi 4.0 4.0 1.0 -9.0 1.0 44.0 1.0
] 20 4.0 1.0 0.0 1.0 330 1.0
9 1.0 4.0 1.0 1.0 1.0 270 1.0
10 1.0 3n 1.0 1.0 1.0 45.0 1.0 .
| [

The contents of the PSF are obtained by selecting the Statistics, Data Screening option. A portion
of the output is shown below.
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The following variables included in the PSF were selected from the survey data:

o CENREG: This variable indicates the census region and has four categories, these being
"Northeast", "Midwest", "South", and "West" respectively.

o FACTYPE: The facility treatment type has four categories, too, representing facilities with
"residential treatment", "outpatient methadone treatment", "outpatient non-methadone
treatment", and "more than one type of treatment" respectively.

O ALCEU: An indicator variable with value "1" if the respondent has ever used alcohol, and
"0" otherwise.

1DA NI=94 NO=5005 MI= -3 TR=PA

ILABELS

ICENREG FACTYPE ALCEU COCEU MAREU AGE GEMDER RACE_D DEPR EDU JAILR WUMTE
TAZTWAD ASTWAT AZTWAZ AZTWAT AZTWAL AZTWAS A2TWAG AZTWAY AZTWAS
PAZTWAD ASTWATD AZTWATT AZTWA1Z AZTWA1I AZTWAT4 AZTWATS AZTWATE
PAZTWATT ASZTWATE AZTWATZ AZTWAZOD AZTWAZT AZTWAZZ AZTWAZI A2TWAZ4
TAZTWAZS ASZTWAZE AZTWAZT AZTWAZE AZTWAZD AZTWASO AZTWAIT A2TWAIZ
TAZTWASS AS2TWAIA AZTWAZS AZTWAZE AZTWAIT AZTWASS AZTWAID AZTWA40
PAZTWALT ASTWALZ AZTWAAT AZTWALA AZTWALS AZTWALG AZTWALY AZTWAAG
TAZTWALS AZTWASO AZTWAST AZTWASZ AZTWAST AZTWAS4 AZTWASS AZTWASE
TAZTWAST AZTWASE AZTWAST AZTWASOD AZTWABT AZTWABZ AZTWAGS AZTWAB4
IAZTWABE AZTWABE AZTWABY AZTWASE AZTWABD AZTWAYOD AZTWATT AZTWATZ
TAZTWAYS AZTWATA AZTWATS AZTWATE AZTWATY AZTWAYS

O COCEU: An indicator variable with value "1" if the respondent has ever used cocaine, and
"0" otherwise.

O MAREU: An indicator variable with value "1" if the respondent has ever used marijuana, and
"0" otherwise.

O AGE: This variable denotes age at admission to a facility.

O GENDER: The respondent's gender is denoted by this indicator variable that assumes a
value of "1" for female respondents.

O RACE_D: The original variable RACE recoded so that '1" denotes white and "0" other ethnic
groups.

0 DEPR: This indicator variable is coded "1" if the respondent is depressed, and "0"
otherwise.

O EDU: A categorical variable representing the respondent's level of education at admission. It
has 5 categories, these being (from 1 to 5) "less than 8 years", "8 — 11 years or less than
High School graduate", "High School graduate / GED", "some college", and "college
graduate / postgraduate".

O JAILR: This indicator variable indicates whether the respondent had a prison or jail record
prior to admission.
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O NUMTE: A count variable, indicating the total number of treatment episodes prior to
admission.

O A2TWAO - A2TWA78: These variables are abstract final full sample weights. A more
complete description follows below.

Variance estimation frequently relies on one of two techniques: Taylor series linearization or
replication weights. Replicate weights are based on the same ideas as the jackknife, and has
recently come into use in US government surveys, where replicate weights are provided instead of
information on PSUs. In such cases, replicate weights may be used to disguise and/or prevent
identification of individuals within PSUs to preserve privacy.

Handling of missing data

Missing values for the variables ALCEU, COCEU, ..., NUMTE in the file replicwts.psf are coded
—9.0. For these variables, 20.8 % of the possible values are not observed. Use of listwise deletion
would result in retaining only 97 of the selected 5005 cases. Therefore, we use the full information
maximum likelihood (FIML) procedure as described in Section 5.7.

To define -9.0 as the global missing value code, select the Data, Define Variables option from the
main menu. Select the variable ALCEU (or any other variable in the list) and click the Missing
Values button to activate the Missing Values for dialog box. Type -9.0 in the Global missing value
text box and select pairwise as the deletion method. Click OK when done.

Define Variables §|

CEMREG ~ Inaert
FACTYPE

COCEL R ename
MaREL
AGE Yariable Tupe
GEMDER AE————
RaCE_D
DEFR Cateqaory Labelz
EDU
JaILR
HUMTE
B2Twian
AT Ok,
B2TwWAZ -
A2T'wA3 v Cancel

AT A

T o zelect more than one variable at a
tirmne, hiald dawn the CTRL key while clicking
an the vanables to be selected
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Missing Values for ALCEU ...

I Missing values Cancel |

Low | High |

[ Apply to all

Global mizsing value |'9-DDUUD | |
Low | Hah |

Deletion methods: " Lishwize ™ Painwize

Handling of zero weights

Descriptive statistics of the weight variables A2TWAQ to A2TWA78 revealed that these variables
contained zero as possible values. If a zero value is encountered in any row of the data set, it was
replaced by the average value of all the non-zero weights in the corresponding row.

Survey Design §|

Wariablez in data:

CEMREG ”~

alLCEL << Bemove
COCEU
MAREL
AGE
GEMDER
RACE_D
CEFPR << Remove
EDU
JalLR
MUMTE
A2TWwWA
B2TWHT
A2Twia2 << Remove
A2TWA b

Stratification wariable:
| CEMREG

Cluzter wariable:
| FaCTYPE

D ezign weight;
|.-i'-.2TWﬁEI

il B fil

Prezently the Survey Design feature iz only available for structural
equation models with continuous variables

Cancel | ]

We found that multiple imputation failed in estimating weights if 0 was regarded as a missing
value code. The reason for this is that all the weight variables are highly correlated and therefore
the covariance matrix of the weight variables is essentially singular.
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To define CENREG and FACTYPE as stratification and cluster variables, select the Data, Survey
Design option from the main menu and add the variables as shown in the dialog box below. For our
first analysis, select AZTWAQ as the Design weight variable.

The model

The path diagram representation of the model fitted to the data is shown below. It is assumed that
each of the X-variables AGE, GENDER, RACE_D, DEPR, EDU and JAILR is a perfect indicator of the
corresponding latent variable, these being age, gender, race_d, depr, educ and jailr. This implies that
the error variances of the X-variables are zero, and that the path coefficients age — AGE, gender —
GENDER, race_d — RACE_D, depr — DEPR, educ — EDU and jailr — JAILR are all equal to one. In the
LISREL terminology, age, gender, race_d, depr, edu and jailr are exogenous (KSI) latent variables. In
principle, several indicators of depression and education, if available, could be incorporated into
this model.

AGE age

GENDER
subabusze
COCET | =
RACE D race_d
DEPR < MAREU |~
NUMTE
JAILR

In the Y part of the model, we include the dependent variables ALCEU, COCEU, MAREU and NUMTE.
It is assumed that ALCEU, COCEU, and MAREU are indicators of the endogenous latent (ETA)
variable subabuse while NUMTE is a perfect indicator of the ETA variable numte. The path subabuse
— ALCEU is set equal to 1 to fix the scale of the endogenous latent variable subabuse.

ALCET |-+~

Finally, we assume that numte can be predicted by age, ..., jailr, and in turn, subabuse is predicted
by numte. In this context, the latent variable numte is a so-called mediating variable.

Mathematical model

The LISREL model consists of a measurement and structural part.
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Measurement model

where x=(AGE,GENDER, RACE_D, DEPR,EDU, JAILR), A,
& = (age, gender, race_d, depr, edu, jailr) . Also, Cov(d) =0 and Cov(&)=®.

is a 6x6 identity matrix and

Furthermore,

['subabuse
numte

" ALCEU
| coceu
Y= | MAREU |’

| NUMTE

and

Finally, Cov(g) is a diagonal matrix with diagonal elements var(ALCEU), var(COCEU),
var(MAREU ) and 0.

Structural equation model

The structural model can be written as

n=Bn+I¢+¢

2

B{o ﬂlz}
0 0
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where



and
{ 0O O 0 0 0 0 }
I'= s
Voo Voo Vs Vu Vs Vi
that is,

subabuse = 4, x numte +1,
numte = y,, x age + y,, x gender + y,, xrace _d +y,, xdepr + y,, xeduc + y,, x jailr.

Also
Cov(e) =Y

_ {‘//11 ‘//21}
Vau Van

The unknown model parameters are therefore A4 ,,, A 55 By Vars Vazs Vass Vaas Vass Yaes P

Doy Dors woves Bs Wiis Wors Vo, var(e)), var(s,), and var(e,). In subsequent output, these 36

parameters will be denoted by the symbols LY21, LY31, BETA12, GAMMA21, GAMMA22, ...
GAMMA26, PHI11, PHI21, ...., PHIB6, PSI11, PSI21, PSI22, TE11, TE22 and TE33.

*9

Example: Setting up the analysis using SIMPLIS syntax

It is relatively easy to specify the model described above with SIMPLIS syntax. We start by
indicating that the raw data is to read from the file replicwts.psf. Note that this is followed by a
REWIND command which allows LISREL to repeatedly read the raw data from the same file.

The program commands AGE = 1.0*age, ..., JAILR=1.0%ailr specify that each of the X-variables are
assumed to be exactly equal to the corresponding latent variable. Note that the part 1.0*latent
variable indicates that the path coefficient is fixed at the value of 1.0. In contrast, a command such

as COCEU = (0.5)*subabuse indicates that 0.5 is a starting value (preliminary estimate) of A, ,,.

Since we assume that the X-variables measure the corresponding KSI latent variables without error,
we set the error variances of NUMTE to JAILR to 0.
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' replic1.spl D@[S__(]

Faw Data from file 'replicwts. psf' REWIND

Latent Wariahbles subabuse numte age gender race_d depr educ jailr
Felationships:

ALCEU= 1.0*subabuse
COCEU subabuse
MAREL subabuse

1.0%jailr

Error Variance MUMTE to 0.0
Error YVariance AGE to 0.0
Error Variance GEMDER to 0.0
Error Variance FACE_D to 0.0
Error Variance CEPR to 0.0
Error YVariance EOU to 0.0
Error Wariance JAILR to 0.0

Next, we assume that subabuse is predicted by numte, and, in turn, numte is predicted by age,
gender, race_d, depr, educ and jailr. This part of the syntax is shown below.

[ replic1.spl |Z| |E| [Z|
' .S

subabuse = numte
numte = age gender race_d depr educ jailr
Set the Error Covariance of numte and subabuse Free

LISREL QUTPUT: RP=1 ND=4 AD=0FF SV=replicl.std P¥=replicl.par
Path Diagram
End of Problem

To allow for the estimation of the covariance of the errors between the ETA latent variables numte
and subabuse, we SET the error covariance between these variables free.
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Finally, we use the LISREL OUTPUT: command to specify the number of repetitions (RP = 1),
number of decimals (ND = 4), admissibility check off (AD = OFF), and save the standard error
estimates (SV = replic1.std) and parameter estimates (PV = replic1.par) to text files replicl.std and
replicl.par respectively.

Discussion of results — SIMPLIS syntax

The estimated path coefficients for weight = A2TWAO are shown in the path diagram given below.
Although not presented here, all coefficients are statistically significant. The y°-statistic for
goodness of fit is 24.13, degrees of freedom is 19, and the p-value is 0.19103.

0.000 AGE 1.000

ALCEUT p=o.oze

o.oo0~ GEMDEER 1.000

COCEN |=o.155

o.o00v| RACE I 1.000

0.000 DEPR 1.000

0.000 ELD 1.000 ""/0_431 1.000
/ NUMTE | -0.000
0.000 JAILER 1.000 .

Chi-3quare=24.13, df=19, P-wvalue=0.19103, ERMIEA=0.000

MAREU [=0.074

Contents of the files replicl.par and replicl.std are given below. The estimates are preceded by
three numbers N1, N2, and N3, where N1 = repetition number, while N2 and N3 are zero if
convergence has been attained. The parameter estimate and standard error values are given in
scientific notation. For example,

0.165949D + 02 = 0.165942 x10* =16.5942
0.234136D +0=0.23413x10" = 0.23413

In general, D +k implies that the decimal point should be moved k positions to the right, whereas
D-k implies the insertion of k =zero values just after the decimal point. For example,
0.868283D —03 =0.000868283.
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B¥ 1eplict. par,

FBX

100 A
0.16569490+02 0. 171318D+02 0.2271400-01-0.212963D-01-0. 4286780-01 0. 1674800+00
0.3185340+00 0. 1086240+00 0.4305520+00 0.1195570+03-0. 1201860+00 0. 1897630+00
0.4145480+00 0.5885850-02 0.189501D+00 0.296351D-01 0.3265660-01-0. 252343D-01
0.2486190+00 0.2375410+01-0.2093600-02-0.3311950-01-0. 5708210-02 0. 8757 140+00

-0, 204854D+00-0. 4760420-01 0.1651190-01 0.548779D-02-0. 484843D-01 0.2472190+00
0.725569D-02-0. 3187960+00 0.1439600+02 0.2649900-01 0.155231D+00 0.736832D-01
i v
|
B¥ replict.std =3

10 0 =
0.2341360+00 0.2719130+00 0.B8682830-03 0.5541080-03 0.4217550-02 0.103334D-01
0.1062310-01 0.3705660-02 0.1546220-01 0.430864D+00 0.944686D-02 0. 7614360-03
0.1709660-01 0.4347210-03 0.1358450-02 0. 1526160-01 0.412085D-03 0. 667255003
0.1487450-03 0.208347D-01 0.616706D-03 0. 1319860-02 0.973212D-03 0.2634280-02
0.1124220-01 0.5232280-03 0.7418120-03 0.5383250-03 0.1257300-02 0. 204008003
%0.2?6414D-DS 0.100000D+01 O.5601780+00 0.3051700-03 0. 1070110-02 0.8225220-03

-
2| 3

Example: Use of replicate weights

We now demonstrate the use of replicate weights in LISREL, and start by making the PSF window
the active window in order to invoke the PSF menu bar. From the Data menu, select Survey Design
and remove the stratum variable CENREG and the cluster variable FACTYPE by clicking on the
corresponding Remove buttons. Select the File, Save option to save this change.

epn lcwi I A el
CENREG |FACTYPE
1 o0 Yariables in data: 3
i CEMREG A Stratification variable:
4 40 2.0 FACTYFE B
3 2.0 3.0 ALCEL
4 30 4.0 COCEU =
5 20 40 MAREL
b 40 40 EEEDEH Clugter wariable:
7 40 4.0 RACE_D
8 20 4.0 DEPR [:::::::::]
9 10 a0/ | [ERV
10 1 lD 3.D i
- o EEUTTAI.ED Design weight:
A2TW IW
A2Twa2 << Remaove
A2TWAS b

Presently the Survey Design feature 1z only availlable for stroctural
equation modelz with continuous vanables

Canhicel aK
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Next, edit the SIMPLIS syntax file by changing RP = 1 to RP = 79 (shown in bold typeface below)
and use the filenames replic2.std and replic2.par for saving the standard errors and parameter
estimates respectively.

It is important to note that LISREL assumes that there are a total of 79 weight variables in the data
set, starting with the Design weight variable name (in the present case A2TWAO) selected in the
Survey Design dialog box. Additionally, it is assumed that the weight columns follow one another.

[ replic1.spl E|E|E|

Set the Error Variance of EDU to 0.0
Set the Error Variance of JAILR to 0.0

subabuse = numte
numte = age gender race_d depr educ jailr
Set the Error Cowvariance of numte and subabuse Free

LISREL OUTPUT: RP=79 ND=4 AD=0FF SW=replic2.std PV=replic?. par
Fath Diagram
End of Prohlen|

3 W

Discussion of results — using replicate weights

The results below show the parameter estimates and parameter standard error estimates for the
model fitted with design weight A2TWAQ, including stratification (CENREG) and clustering
(FACTYPE) variables, and the corresponding average values using replicate weights without
CENREG and FACTYPE.

In general, parameter estimates for the two estimation methods are quite close. Standard error
estimates, on the other hand, tend to be larger for the replicate method. This is clearly a topic that
requires further research.
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Parameter

L¥E1
L3
BETAY 2

REhRASET

GEhPASZZ
GEMPASZS
GehPASZS
GREhRASZS
GRERASZE

PEI11
PEI1
pEI=2

TE11
TEZZ2
TE33

Parameter

PHI11
PHIZ1
PHIZ2Z
PHI ST
PHIGZ
PHISS
PHI41
PHI4Z
PHI43
PHI44
PHIST
PHISZ
PHISS
PHIS4
PHISS
PHIET
PHIGZ
PHIGS
PHIG4
PHIGS
PHIGE

(AZTWAD)

16,
17,
a.

-0,
-0,
a.

a
a.
a

Eztimates

59493
13156
02271

02730
o4297
16745

L31853

10362

45055

00728

51850
S9595

02650
185823
07565

Eztimates
(AZTWAD) (Replicates)
119, 55744 119, 55000
-0,120 9 -0,12074
0.139765 0.13974
0. 41485 0, 41367
0, 0os00 0, 00595
0.13950 0.138945
0, 02964 0, 02911
0, 03265 0, 032635
-0, 025235 -0,02497
0, 24562 0,24873
2,3754 2,37230
-0, 00299 -0, 00302
-0,0331 2 -0,0331 2
-0, 00571 -0, 00555
0.87571 0,87s32
-0, 20455 -0, 20241
-0, 04760 -0.04758
0,01 651 0.01673
0, 00ss0 0, 00523
-0, 04348 -0, 04854
0,24722 0,24765
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(Replicates)

16,
16,
a.

a5000
43700
02073

02207
L5559
 223ET
CFEFE2
15610
LBTeT4

O0E35
 25ETE
L2FF00

02649
8176
AOra1s

(AZTWAD)
3.
05513
01295

(AZTWAD)
42561
14083
01136
. 25497
00545
02026
. 227AE0
00515
01025
. oozez
L E107
. 00920
01965
.01 451
04227
16766
. 00759
01108
. 00303
L0575
. 00304

o T s T e e o e s e e T e e o e e o o |

Standard Errors

49175

O0E2e
LOE290
15410
15845
05526
25059

o012
i uinlnnj
S35 4

00455
L0596
LN 37a

(Replicates)
LEEE10
LB0E10
00554

O0ea2
LOFTFES
02480
15714
L04e689
16302

00N 37
L1 565
65810

00346
=
O0EE5

Standard Errors

Lo T e R T e T s Y e Y o s e Y e N e o s Y e Y o I T R )

(Replicates)
20570
11214
00503
.11389
o452
LO0sz22
19762
LOOT7ST
 O0E55
00112
523 2
01064
LO1036
01641
02947
158255
L0051 5
00553
00945
01407

0o 49 a
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5.6 Theory

56.1 Introduction

We assume that the population from which the sample data are obtained can be stratified into H
strata. Within each stratumh, n, clusters or primary sampling units (PSUs) are drawn and within

the h-th stratum and K -th cluster, n, ultimate sampling units (USUs) are drawn with design

weights W, , where | denotes the |-th USU within the k -th cluster, which in turn is nested within
stratum h.

In the subsequent sections we discuss parameter estimation and the Taylor linearization method
employed in LISREL to produce robust standard error estimates under single stage sampling.

5.6.2 Parameter estimation

Assume that y,, is distributed as a px1 multivariate normal random vector with mean p and
covariance matrix X. In structural equation modeling, it is hypothesized that X =2X(y) and
p=p(y), where y is a vector of q unknown parameters to be estimated.

Example 1: CFA model with one factor

Consider the model X(y)=ApA +D,. For this model, we have v = (21, Ay ey /1p,¢, 6.0,,.., Hp )

To avoid any indeterminacy in estimating the unknown parameters, one would typically set the
variance (¢ ) of the latent factor equal to 1, or alternatively fix one of the factor loadings, for

example 4, to 1. In the latter case, y = (lz,...,ip,w,ﬁl,92,...,9p)' .

Complete data

In the case of complete data, parameter estimation is relatively straightforward and can be
summarized by the following two steps.

Step 1

Calculate the natural logarithm of the likelihood function, In L, where

Wy In f (thd |'Y)
1 1=l (5.11)

=

InL=

H n
h=

1

=
I
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where

{ (v 17) = (27) 7 [5] exp(—%tr{)ll (y)G}j

Step 2

(5.12)
and
G =(Yua —RM) (Vi —1(Y))'
(5.13)
Obtain an estimate ¥ of y by solving the set of simultaneous equations
OlnL o
Or | (5.14)

In general, no closed-form solution to the set of equations in (5.14) exists, and therefore parameter
estimates are obtained iteratively using the Fisher scoring algorithm:

?(m) _ ?(t) +I;1 (?(t))g(?(t))

(5.15)
where 7 denotes the parameter values at iteration t, t=1,2,---, and g() denotes the gradient
vector and where I (+) denotes the Fisher information matrix for the elements of vy .

In other words,
OlnL
g(y)=
oY (5.16)
and
o*InL
1(n)--€| 2]
oyoy (5.17)

t+)  A(t)

Iterations are continued until ‘ﬁi( -7|<¢e Vi=L2,---,q where ¢ is a small scalar value, e.g.

10°°.
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Incomplete data

Since the case of no missing values may be considered as a special case of a general framework
that handles missing values, specific expressions for the gradient vector and information matrix
will be given in this section.

H
Suppose that the data set contains n cases, where n = z 1, then one could alternatively write

(5.11)as InL = Zwa In f (ya|y), where « denotes the subscript hkl .

a=l1

Suppose that the data can be split into two subsets of sizes n, and n,, such that subset 1 contains
no missing values and subset 2 contains no values for the p-th element of y,,  €[subset 2]. Let
W, and y, i J=12,---,n,, denote the weights and observations in subset 1, while w, j and y, i

j=L2,---,n,, denote the weights and observations in subset 2. In this case, we can write In L as

i=l =1 (5.18)

Suppose that, in general, there are NPAT patterns of missingness, i = 1, 2, ..., NPAT and that the
number of observations within a pattern equals n,, j=1,2,...,n,. Let p, indicate the number of

variables with non-missing data.

Example 2

Pattern  y1 y2  y3  vy4 P W

1 193 364 18.7 3 1.8
1 17.6 343 19.1 3 1.7
1 16.4 328 179 . 3 14
2 20.1 40.2 19.6 578 4 0.8
2 194 393 20.1 589 4 0.7
3 365 . 624 2 1.1
4 602 1 13

For the data shown above, NPAT=4, n=7, n=3, n,=2, n,=1and n,= 1.
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In general,

1 NPAT 1
InL= _E z ZWU. { P, ln27r+ln|):.i|+tr):.i‘1 (yij -1, )(yij -1, )'}
i-l j=1 (5.19)
Let
W, = iwij
=1 (5.20)
and
Y, :inziwijyij
- W (5.21)
Example 3

For the data set given in Example 1, w, =1.8+1.7+1.4=4.9, and

19.3 17.6 16.4 17.88
Y, :4L9 1.8{36.4|+1.7|34.3|+1.4| 32.8 | =| 34.64
' 18.7 19.1 17.9 18.61

Ignoring the weights, y, = (17.77 34.50 18.57).

Use of (5.20) and (5.21) leads to the following expression for (5.19):

1 NPAT

InL= _5 Z {Wi. ( P ln2”+ln|2i|)+trzi_]ziwij (Yijylij _Yijuli _lliY;j "'llill; )}
j=1

i=1

1 NPAT

=3 {W (pIn27 +In|Z])+trE; {Z Wo¥i Vi =WV I — WY, — WY, T, WY, T, W, }}
j=1

i=1

Therefore

1 NPAT
nL=——> {wi, (piIn27 +In|Z])+trE;’ (GWi +8S,, )}
245 (5.22)
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where

(5.23)
and
1 & _ _
S, :W _ Wi (Yij —Yy, )(yij _ywi)
i =l (5.24)
or equivalently,
WS, :leinin;j _Winivai
j=
Gradient vector
NPAT Iy o a , 1 ~ ' ~ azl
g(v,)= z Z\Nij {(yij _l‘i) L’ L+_tr2i 1 |:(Yij _u’i)(Yij _l‘i) _Zi}zi l_}
5 oy, 2 o7 (5.25)
Use of (5.20), (5.21), (5.22) and (5.23) gives
NPAT n; \ ~ 8!1 1 ~ az
= Wy, W ) 27—+ —trX ! (wS, +WwG, —w X |
2(v,) Z}‘, {,Z‘( Y5 — W) 52 '(ws,, +WG, ~WX,) ayr}
NPAT \
=S wd(F, -m) 5 P Lewa(s, v6, - ) B (5.26)
i=1 ' I ayr 2’ I I ayr
Information matrix
o*InL
AL
0y,07,
NPAT Ny
=ZZ {au.y_- oy 1t2_ 2 O,y az}
i=l j=1 87/r ays 67/r ays (527)
NPAT
— {au|zla”|+1trzla|2182‘}
i=1 ayr 87/5 2 yr 87/5
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Let

r; = Zi_l (yij _”ij)
(5.28)
and
Pij = rijri} -X
(5.29)
From (5.26) it follows that
NPAT Ny
g = D, D [g;]
ENE (5.30)
where
2,1 =W, {ri}%+ltr{ ij ai}} i=1,2,.,NPAT; j=1,2,...n,
Oy, 2 07, (5.31)

Approximate covariance matrix of estimators

An approximate covariance matrix of the parameter estimators is derived as follows. From (5.14),
(5.16) and (5.30) it follows that ¥ is the solution to the set of equations

w(y)= z Sij (1=0
i=lj=l (5.32)

Note that each g; is associated with a specific case hkl, where h denotes strata, k clusters and |

ultimate sample units. Using a first-order Taylor expansion of w(}) at ¥ =1, it follows that

or' (5.33)
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Taking variances on both sides, it further follows that

Cov(W (7)) “%@COV(?)(GW(Y)j ' (5.34)

2
Thus, provided that (cf. (5.32)) GI—HIT = i{&g_(ﬂ{)} is a non-singular matrix,
oyoy' oyl oy

cou(p)=| L] cou(iv() T2

o’ InL
oyoy'

where E {

} =—I,(y).
Therefore, an approximate expression for the asymptotic covariance matrix of & is given by

Cov(§)~1," (v)GIL, " ()

(5.35)
where G = COV(W(?)).
Using results derived by Binder (1983) and Fuller (1975), it follows that
n-1&n, - f)d - -y
C=ig : lh)z(thi. ~th, )(thi. ~tn )
n-qpg M-l g (5.36)

where

nhl
® N, = Z my,.. , with m,.. the number of cases with identical response patterns within stratum h,
J:
cluster i, and USU j. If fhij =1for all h, then mhij =1 for all h, i and j.

n .
o f= —N_ | the sampling rate for stratum h .
h

J thij = 8hyj (), where Zhy (7) (cf. (5.31)) is the h;-th contribution to the gradient vector g(y)
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as defined by (5.30).

oty =Dty
j=1
- 1 Ih
« th =—Dty
Mh o

In practice, we assume a zero contribution to G for strata that contain a single PSU (cluster).
Additionally, if the data do not contain a stratification variable, the PSUs are assumed to be the
strata, and the observations (ultimate sampling units) within each PSU, clusters. Likewise, if there
is no variable to define clusters, the observations within each stratum are treated as being the
primary sampling units.

Adjustment to the chi-square goodness of fit statistics

Simulation studies indicated that the y.-statistic based on the log-likelihood (cf. (5.22)) in general
yields too high a rejection rate. Let (cf. (5.35))

d =tr(I,(¥)Cov(7)), (5.37)

N

where I, (y) denotes the information matrix defined by (5.27).

A correction to the y” -statistic for testing model fit is given by

2 _ 2
Zrobust =Cx lLR ’
where

c=—,
d

and where ( denotes the number of parameters to be estimated.
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