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Multilevel models

Introduction

There has been a growing interest in recent years in fitting models to data collected from
longitudinal surveys that use complex sample designs. This interest reflects expansion in
requirements by policy makers and researchers for in-depth studies of social processes over time.

Although structural equation modeling allows for a tremendous flexibility in modeling error
structures, it is in general not straightforward to analyze nested data structures with it. This, on the
other hand, is a strong point of multilevel modeling, which is also more flexible than structural
equation modeling when repeated measurement occasions vary between individuals. In order to
address concerns regarding the appropriate analyses of survey data, the LISREL 8.7 (Joreskog &
Sérbom 2004) multilevel module features an option for users to include design weights on levels 1,
2 or 3 of the hierarchy. Correct parameter estimates and robust standard error estimates, using a
Taylor linearization approach, are produced.

In this chapter, we describe and illustrate the method used to allow for weights on levels 1, 2 or 3
of the hierarchy in the multilevel module of LISREL 8.7. Section 2 is a brief overview of the
graphical user interface (GUI) for the linear multilevel modeling module implemented in LISREL
8.7. Section 3 gives the multilevel syntax that is generated via the dialog boxes. For advanced
users, there are additional syntax specifications presently not available via the interface dialog
boxes. Practical application of a 3-level model with design weights on levels 2 and 3 of the
hierarchy is given in Section 4. In Section 5 we provide evaluation and simulation studies. Section
6 describes the general weighting strategy of Pfeffermann et al. (1997), followed by a more
rigorous theoretical treatment.
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4.2 Graphical User Interface

421 The Multilevel Models menu

The Multilevel Models menu provides you access to a sequence of four dialog boxes that can be
used to create a basic syntax file interactively. It is located on the PSF (PRELIS System File)
window of LISREL which is used to display, manipulate and process raw data. In other words, this
menu is only available when a PRELIS data file (*.psf) is opened. To illustrate this, the PSF
window for the file NIH1.psf is shown below with the Multilevel menu expanded.

S LISREL Windows Application - nih.PSF

File Edit Data Transformation Statistics Graphs | Multilevel SurveyGLIM  View  \Window  Help
aulpou E™S Linear Model Title and Options. ..

J Dlil'l.l -l";l |Iﬁ| #ljfl %l[ MNon-Linear Madel » Identification Yariables. ..

W4y MR & XX kB

Response and Fixed Yariables. .,

7 Randnm Variables. .. |
CSTRATMI CPSUM IPASTVISI EXERCISE' PATWT |

1 20102101.000 10001 3.000 0 0.000 E0Z245.000) |«

2 20102101.000 10001 3.000 0.000 g0z4m.000 |
3 20102101.000 10001 3.000 0.000 R0245.000
4 20102101.000 10001 3.000 0.000 E0245.000
5 20102101.000 10001 3.000 0.000 B0245.000
[ 20102101.000 10001 3.000 0.000 E0245.000
7 20102101.000 10001 3.000 0.000 B0245.000
8 20102101.000 10001 3.000 ; 0.000 E0245.000

q 20102101.000 10001 3.000 ] 0.000 E0245.0000 o

| . sl

Presently, the Multilevel Models menu has four options that can be used to perform basic multilevel
analyses. Advanced options that enable the user to specify more complex models must be typed in
once an syntax file has been generated. See Section 4.3 of this guide for a description of these
options.

The typical first step for using the Multilevel Models menu would be to click on the Title and
Options option to activate that dialog box (see Section 4.2.2). However, you can click on other
options to go directly to the Identification Variables (see Section 4.2.3), Response and Fixed
Variables (see Section 4.2.4) or Random Variables dialog box (see Section 4.2.5).
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4.2.2

The Title and Options dialog box is used to provide a title for the analysis and keywords concerning
the iterative procedure. The image below shows the default settings for this dialog box and, to the
right, the corresponding syntax commands. See the alphabetical list of syntax commands for details
on the options available other than the defaults settings: TITLE command (section 4.3.16); OPTIONS
command, including the MAXITER, NFREE and OUTPUT keywords (section 4.3.12); and

MISSING_DAT (section 4.3.10).

The Title and Options dialog box

Title and Options x|
Title [ aximum 70 characters): TITLE = <string>;
[
b aimurn Mumber of |kerations: I'ID j OPTIONS MAXITER=10
CONVERGE=0.001;
Cornvergence Criterian: ID.UUT
MISSING DAT = -999999;
Mizzing Data ¥ alue; |-999999 Miree: ID MISSING DEP = -999999;

Missing Dep W alue: I-E‘E‘EE‘E‘E‘ Deviance: I T

[w_Usze OLS for starting walues

N\

[T Calculate effect sizes —

Additional Cukput

Azpmphotic Covariances [ Besiduak

OPTIONS NFREE = 0
DEVIANCE = <value>
Effect = No OLS = Yes;

[~ Empirical Bayes Estimates [~ Mo Data Summany

[~ Between and ‘Within Covariance Matrices

Mewut »» Cancel ]

Tobuilld Suntas, proceed ta the Bandarm Y ariables screen and
click the Finish Button

OPTIONS
OUTPUT=Standard
CovBW=No ACM=No;

The Next button takes you to the Identification of Variables dialog box.
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4.2.3 The Identification Variables dialog box

The Identification of Variables dialog box is used to select the variables in the PRELIS data file
(*.psf) that identify the various levels of the hierarchy. The image below shows the default settings
for this dialog box and, to the right, the corresponding syntax commands. See the alphabetical list
of syntax commands for details on the options available other than the default settings: IDn
command (section 4.3.9) and WEIGHTn command (section 4.3.17).

—— WEIGHT3 = <name of the
level-3 weiaht variahle>:

<% Bemove I

fdd 5 Lewel 2 ' eight:
—— WEIGHT2 = <name of the
I level-2 weiaht variahle>:

Identification ¥ariables x|
Wariables in data Add s | Level 3 1D Variable
Grou ID3 = <name of variable
'.-;-,'QEI:I << Hemove | I identifvina level 3 units>:
Hei_ght
et b | LevelZID Varcbie
Shength I ID2 = <name of variable
Triglyc << Bemove | identifvina level 2 units>:
Cholest
ngpeltal Add 5 | Lewel 3 % eight:

<< Bemove |

fdd v Level 1 W eight:

I — WEIGHT1 = <name of the

<< Hemoye ) )
Tevel-1 weiaht wvariable>:

€4 Previnusl | Mewt = I Cancel | 0k,

Tobuild Sentas, proceed to the Bandom Y ariables screen and
click the Finizh Button

g

The Next button provides access to the Select Response and Fixed Variables dialog box.
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4.2.4 The Response and Fixed Variables dialog box

The Select Response and Fixed Variables dialog box is used to select the outcome and fixed
variables to be included in the model from the PRELIS data file (*.psf). The image below shows the
default settings for this dialog box and, to the right, the corresponding syntax commands. See the
alphabetical list of syntax commands for details on the option available other than the default
settings: RESPONSE command (section 4.3.14), FIXED command (section 4.2.6) and DUMMY
command (section 4.3.5).

Select Response and Fized Yariables x|
Wariables in data Fesponze Wariables
Group
ﬁgl_eh Add) 5 RESPONSE = <response
eight : .
Weigght P ETore variables>;
ZFat
Strength
Triglyc : :
Ehgnl-lr;st Fixed Wariables
Hospital ¥ Intercept FIXED = <list of variable names
Race included as fixed effects>;
Add 23 T
<7 Bemove
Add » Create Dummies for:
DUMMY = <categorical variable
<< Bemove I from which dummies are to be
created>;

s F'revil:uusl Mest x> I Cancel | s

The dummmy variables are written ta the PSF-file with default names
durnmy ], dummye, ... Claze the PSF-file and re-open ta view these
vanables.

The Next button take you to the Random Variables dialog box.
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4.2.5 The Random Variables dialog box

The Random Variables dialog box is used to select the variables for which coefficients are assumed
to be random from the PRELIS data file (*.psf). Default settings for this dialog box are shown in
the image below. To the right, the corresponding syntax commands are given. See the alphabetical
list of syntax commands for details on the options available other than the default settings:
RANDOMn command (section 4.3.13).

Random ¥ariables El
Wariables in data Fandom Level 1
Group ¥ Intercept
Age RANDOM1 = <names of
Height Add >> variables random on level 1
Weight £ th del>;
=Fat << Hemove © € Mmoael~;
Strength
Triglyc:
I:hgul-l;st Random Lewvel 2
Hospital v Intercept
Race
Add > | _____ | RANDOM2 = <names of
variables random on level 2

<< Hemoye | of the model>;

B andom Level 3

¥ | Interzept
Add | RANDOM3 = <names of
variables random on level 3
<< Femove | of the model>;

L Previnusl | Finizh I Cancel | 0k

Modeling ermor covanances [COVAPAT statement] anddor testing
cohtraztz [COMTRAST ztatement] can be done by adding lines ta
the zuntax file which appears after the Finish buttan iz clicked.

Once all the options are set as desired, click the Finish button to generate the syntax.
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4.3 Syntax

431 The structure of the syntax file

The basic structure of the syntax file is as given below, and the required commands are indicated.
In this section, commands appear in the order in which they are used in the syntax file. In the
sections to follow, the commands are listed in alphabetical order.

OPTIONS; Required
SY = name of PRELIS system file; Required
IDn = name of variable identifying level n units; Required
WEIGHT = label; Optional
MISSING_DAT = real value; Optional
MISSING_DEP = real value; Optional
RESPONSE = name(s) of response variables(s); Required
FIXED = names of variables included as fixed effects in the model ; Required
RANDOMnN = names of variables included as random effects

on level n of the model ; Required
TITLE = job title; Optional
CONTRAST = name of contrast file; Optional
COVNnVAL = starting values for level n random coefficient covariance matrix; Optional
COVNPAT = pattern for level n random coefficient covariance matrix; Optional
FIXVAL = starting values for fixed effect parameters; Optional
FIXPAT = pattern for fixed effect parameters ; Optional
DUMMY = categorical variable from which dummies are to be created; Optional

Guidelines for constructing or changing the syntax file:

When syntax is generated through the interface, the commands generated and saved to a *.pr2 file
will automatically conform to the syntax rules given in the next section. When the syntax file is
constructed or edited outside the interface, the following guidelines should be kept in mind:

o All commands start with a keyword and conclude with a semi-colon.

There is no specific required order in which commands have to be given, with the exception
of the OPTIONS command, which must always be the first line in the syntax file.

Lines may be left blank between commands.
o Multilevel commands and keywords are not case-sensitive, but variable names are.

o Not all of the available commands have to be included in the syntax file.

In LISREL 8.7, the CONTRAST, COVnPAT, COVnVAL, FIXVAL and FIXPAT commands are not
available via the graphical user interface. These commands are typically used in more advanced
applications and can be added by editing the syntax file, or by writing an syntax file in a text editor.
The separate commands are discussed, in alphabetical order, in the next 16 sections.
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4.3.2 CONTRAST command

The CONTRAST command is used to specify the path to and name of the syntax file containing
information on any contrast(s) between the fixed effects in the model to be tested. This is an
optional command.

Syntax

CONTRAST = <filename>;

where <filename> denotes the complete name (including drive and folder names) of the file
containing information on the fixed effects contrasts to be tested.

Examples:
1. Specifying the filename:

CONTRAST= C:\MLEVEL\EXAMPLES\MLEVEL.CTR,;

The drive and folder names may be omitted if the contrast file and the syntax file are in the
same folder.

2. Specifying the contrasts between fixed effects in a *.ctr file:

Suppose that there are six fixed effects in a particular model, these being INTERCEPT, GENDER,
MATHS, READING, SCIENCE and WRITING.

If, for example, one wishes to test

H, : Breapive — Bwirve = 0
Priarus = Psciewce =05
this can be tested by specifying
H,:CB=0

0001 0 -1
C=
0 01 0 -1 O

ﬂ = [IB]NTERCEPT ﬁGENDER ﬂMA THS ﬂREADING ﬂSCIENCE IBWR[TING ]

where

and
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Note that each row of C has six elements, corresponding to the six fixed effects. The first
contrast between fixed effects is in the first row. Since the fourth element in the first equals 1,
and the sixth element is -1, this denotes a contrast between the S, e and B effects.

The contrast file will have the following form:

OON
o o
- O
O -

The first row indicates the number of contrasts and the second and third rows the actual contrasts
to be tested.

If the contrast file is specified as

1
00O01TO0-1
1
0 00O0-10,

two separate contrast tests are performed as opposed to a simultaneous test for two contrasts.

4.3.3 COVNnPAT command

The COVnPAT commands are used to place constraints on the covariance matrices of random
coefficients on the different levels of the model. We denote these covariance matrices by @

O n=1,2,3.

(O

and @, or, in general, by ©

(2)> (n)>

One COVnPAT command is allowed for each level of the hierarchy. If, for instance, a 3-level model
with random components on all three levels of the hierarchy is to be fitted, up to three COVnPAT
commands may be included in the syntax file.

Note that on level 1, only structures pertaining to the diagonal elements of the level-1 random
effects covariance matrix are permissible. The use of COVnPAT commands is optional.

Syntax

COVNnPAT= <keywords>;
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Valid keywords are as follows:

DIAG In this case the covariance matrix of random parameters on level n of the model

will be constrained to be a diagonal matrix.

TOEPLITZ The covariance matrix on levels 2 or 3 will be constrained to be of the form of a

so-called Toeplitz matrix, that is

Yoo 1 7
i Yo N
q)(n) =17 N Y 7
4
L Voo v Yo
INTRA The covariance matrix of random parameters on levels 2 or 3 will be constrained
to have an intra-class structure, that is
a [ .. p
g a p :
®,=: f «a :
: B
v B oal
MA1 Constrains the covariance matrix on level # to be similar to that of a time series

process of order MA1. The form of the covariance matrix will then be

() =

T e
TR ™

0

B

4

The following conventions apply to the use of the COVnPAT command:

o Any line of input may not exceed 127 characters. Thus, if a large COVnPAT matrix is
entered, care should be taken that no row of this matrix exceeds this limit. If a row of the
matrix is too long, it may simply be continued on the next line of the syntax file.
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o If elements of the covariance matrix to be estimated are constrained to be equal in value,
the number assigned to those elements must be the same.

o As with all other commands in the syntax file, the command should end with a semi-colon
that may be placed directly after the last element of the matrix as specified or on the next
line of the syntax file.

o The matrix specified must have the same number of elements as implied by the RANDOMn
command. That is, if there are p variables listed in the RANDOMn command, a total number
of Y2 p (p + 1) elements must be entered.

o In order to assign initial values to elements of the covariance matrix on level-n or to set
fixed elements of the matrix to user specified values, the COVnPAT command must be used
in conjunction with the COVnVAL command.

User-specified values

To constrain the elements of the covariance matrix to be of a form other than those
discussed above, you may specify this required structure with the COVnPAT command.
This can be done by entering a lower-triangular matrix with the required structure on
the COVnPAT command. If, for example, the covariance matrix corresponding to the
RANDOMn command

RANDOMnN = X1 X2 X3 X4;

is to be constrained, it can be accomplished by following a row-wise numbering
convention for the lower triangular elements of the covariance matrix as shown below.

1

23
456
78910

The elements to be fixed are then replaced with "0". If, for example, the matrix is
constrained to be diagonal, the command to be used is as follows:

COVNnPAT =1
03
006
0 0 0 10;

The structure as specified indicates that there are four parameters to be estimated (i.e.
numbers 1, 3, 6 and 10, corresponding to the variances) and six fixed parameters
(corresponding to the covariances), indicated by 0. The values which the fixed
parameters are to be set equal to can be supplied using the COVnVAL command. If the
COVnVAL command is omitted, the fixed parameters will be constrained to be equal to
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zero, as the initial structure of all covariance matrices are assumed to be diagonal at the
start of the iterative procedure.

Examples:

1.

43.4

In the case of an MA1 process, for example, the command will be as follows:

COVNnPAT =1

From this structure it follows that there are only two parameters to be estimated (numbers 1 and
2) while all other parameters are constrained to be equal to zero, unless otherwise specified
using the COVnVAL command.

It is permissible to constrain diagonal elements of the level-n covariance matrix to be fixed
through the use of the COVnVAL command.

The following commands, for example, are permissible:

COVNnPAT =1
20
420
0020
COVNnPAT =0
20
420
0020

Note that O-values indicate that the corresponding elements remain fixed at the values
specified in the COVnVAL paragraphs.

COVnVAL command

COVnVAL commands may be used to provide either initial values for elements of the covariance
matrix on level n of the model or to provide values for elements fixed through the use of keywords
of the COVnPAT command. Note that the use of COVnVAL commands is optional.

One COVnVAL command is allowed for each level of the hierarchy. If, for instance, a 3-level model
with random coefficients on all three levels of the hierarchy is to be fitted, up to three COVnVAL
commands may be included in the syntax file.
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The values to be used for the elements of the covariance matrix must be entered in the form of a
lower-triangular matrix. The number of values entered must be the same as the number of elements
implied by the relevant RANDOMn command. If there are p variables listed in the RANDOMnN
command, 2 p (p + 1) values must be entered. If a large number of values is entered, a row of the
lower-triangular matrix may be continued on the next line of the syntax file if the number of
characters in that row of the matrix exceeds 127 characters. The command must end with a semi-
colon, which may be entered on the last line of the values given or on the next line of the syntax
file.

Syntax

COVNVAL = <values specified by user>;

Examples:

1.

Providing values for the elements of the covariance matrix:

Continuing with the example used to illustrate the use of the COVnPAT command to obtain a
user specified covariance structure, the following command illustrates how you may provide
values for the elements of the covariance matrix (n):

COVnVAL = 1.00
0.32 0.85
0.63 0.62 0.78
0.19 0.00 0.25 0.99;

If an accompanying COVnPAT command is not used, these values will function as starting
values for the level-n covariance matrix. When good starting values for the elements of this
covariance matrix are known, the use of the command as shown above together with the use of
the keyword OLS = NO in the OPTIONS command could decrease the number of iterations
required to obtain convergence.

Specifying a diagonal structure for a covariance matrix:

When the command
COVnPAT = DIAG;

is used together with the COVnVAL command given in the previous example, the values
specified on the diagonal of the lower-triangular matrix will be used as initial values for the
parameters which are to be estimated. The off-diagonal elements of the covariance matrix will
then be constrained to be equal to the values of off-diagonal elements of the matrix given
above.
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4.3.5 DUMMY command

The DUMMY command is used to create dummy variables for a selected variable. Names for the
dummy variables are denoted by dummy1, dummy2, ..., dummyk, where k equals the number of
distinct values of the selected variable. Use of the DUMMY command is optional.

Syntax

DUMMY = <varname>;

Example:

DUMMY = TIME;

Note:

o If the variable TIME has 4 distinct values, 0, 1, 2, and 3, then the command above will result
in the creation of four dummy variables: dummy1, dummy2, dummy3, and dummy4.

o You can change the default names of the dummy variables by the inclusion of the PREFIX
keyword on the DUMMY command. For example:

DUMMY = TIME PREFIX = TIM;

o In this case, the dummy variable names will be TIM1, TIM2, TIM3, and TIM4.

4.3.6 FIXED command

The FIXED command is used to identify the fixed effects for the model to be analyzed. When the
syntax file is created through the interface, the FIXED command is automatically generated. If,
however, the file is edited manually, the guidelines below should be followed. Identification of the
fixed effects are done on the Select Response and Fixed Variables dialog box (see below). The
FIXED command is a required command, and must appear in any syntax file.

Chapter 4: Multilevel models 151



Select Response and Fixed Yariables

Yariables in data

Fesponze \fanablez

gchoal rath -
ghudent Add mathz
gender math3
ravens << Riemave engl
rnath Eng? -
rnath: = _I
math3 : :
engl Fixed % ariables
ehg? V¥ Imtercept gender
eng3 Tavens
canstant Edd s
<4 Hemowe
add Create Dummies far:
<4 Bemove I
<< Previouz P et | Cancel | k.

x|

The dummy variables are written to the PSE-file with default names
durariy . durinye, ... Cloze the PSF-file ahd re-open ta view these

warniablesz.

Syntax

FIXED = <list of variables names to be included as fixed effects>;

The fixed effects may be all of the predictor variables contained in the raw data file or any subset
of these predictors and may be specified in any order. Variable names are case sensitive and thus

spelling of the names must correspond to the spelling used in the data spreadsheet (*.psf file).

If a covariate is included in the analysis, this should be reflected in the FIXED command. The

format in which the covariate should be entered is as follows:

FIXED = intcept1 var1 var2 . . . varn covariate covariate*var1 covariate*var2 . . . covariate*varn;

The covariate can be used in combination with any of the predictors listed in the FIXED paragraph.
Note, however, that the multilevel module accepts a FIXED command of the form FIXED = var1*var2;
The specification var1*var2 cannot be generated by the interface, only by manually editing the
syntax file. A specification of the form var1*var2*var3 is not presently allowed.
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Initial estimates for the fixed effects may be provided manually. This is done through use of the
optional FIXVAL command that will be discussed in Section 4.3.8. See also Section 4.3.7 for a
description of the FIXPAT command.

Examples:

FIXED = INTCEPT AGE AGESQ;
FIXED = Dummy1:Dummy6;

or any other similar command. The first command shown corresponds to the settings in the Select
Response and Fixed Variables dialog box shown below.

Select Response and Fixed ¥ariables x|
“ariables in data Fesponze Yanables
gchool
clazs dodd| >3
weight
timeg << Hemove
timezq
gender
Age
ErEr— Eived Varabls
v Intercept Age
AgeSg
Add #3
<% Bemove
Add 33 Create Dummizs far;
<< Bemove I
<< Previouz | Mt »x I Cancel | k.
The dummy wanables are written to the PSF-file with default names
durnrmy], durmmy, ... Cloze the PSF-file and re-open to wiew these
varnables.

If the variable GENDER is to be included as covariate in (1), the appropriate FIXED command is as
follows:

FIXED = intcept AGE AGESQ GENDER GENDER*AGE GENDER*AGESQ;

Chapter 4: Multilevel models 153



4.3.7 FIXPAT command

To specify a patterned structure for the vector of fixed parameters, the FIXPAT command may be
used, with or without an additional FIXVAL command (see Section 4.3.8). Use of this command is
optional.

Syntax

FIXPAT = <list of numbers>;

where <list of numbers> denotes a list of positive integers separated by blank spaces. The number of
values entered must equal the number of predictors in the model.

Examples:

1. Constraining fixed effects to be equal:

FIXPAT=113356;

This statement specifies that the vector of six parameters in the fixed part of the model are
constrained as follows: BETA1 = BETA2; BETA3 = BETA4 while BETA5 and BETA6 are
estimated freely. In the command shown above, the actual numbers correspond to the order of
the parameter in question: "1" denotes the first parameter, "3" the third and "5" and "6" the fifth
and sixth of the parameters in the fixed part of the model.

2. Fixing fixed effects to user-specified values:

FIXPAT =00 3;

If'0" values are in the list of numbers, then the FIXPAT command should be used in conjunction
with the FIXVAL command. If, for example, FIXVAL = 10 2.5 0.15; then BETA1 and BETA2 are
fixed at their initial values (10 and 2.5 respectively) while BETA3 is estimated freely.

4.3.8 FIXVAL command

It is also possible to provide initial values for the fixed parameters in the model to be analyzed.
This may be achieved with the FIXVAL command, which allows you to provide starting values for
these parameters. The use of the FIXVAL command and the OLS = NO keyword of the OPTIONS
command may be particularly effective when good starting values of these parameters are
available. Use of this command is optional.
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Syntax

FIXVAL = <as specified by user>;

The number of values entered by you using this command must be equal to the number of fixed
parameters to be estimated. There is no specific format in which the values have to be entered.

Example

The commands

FIXVAL = 0.151 0.355 0.654;
FIXVAL = 0.151

0.355

0.654;

and

FIXVAL = 0.151 0.355
0.654

’

are all permissible. If the first of these commands is used and the number of characters in the user
specified string exceeds 127 characters, the next line of the syntax file should be used.

4.3.9 IDh command

The ID command(s) are used to indicate the variable(s) identifying the units on the different levels
of the hierarchy. ID command(s) are required command(s).

If the model specified is a 2-level model, the command ID2 is required. Likewise, if a level-3
model is to be considered, the ID2 and ID3 commands are required in the syntax file.

Variables listed in the ID commands must be included in the data file (*.psf file). Variable names
are case sensitive, therefore the spelling and case in which they are given need to correspond to that
given in the spreadsheet.

Syntax

IDn = <variable name identifying level-n units>;
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Example

Suppose the raw data file contains information on the test scores, age and gender of pupils
belonging to classes within schools, and the variables school, class, pupil, age, gender and score are
contained in the data file. The following ID commands may be used to identify the levels of the
hierarchical structure:

ID3 = school;
ID2 = class;

The Identification Variables dialog box shown below shows the settings needed to obtain these
commands.

Identification variables X|
Wariables in data Add s Lewvel 3 |0 Variable
| zchool I zchool
<< Remove |
at [

tirne .

: Lewvel 2 |D Vanable
timesq Add s I

gender Iclass

Age << Remove |

AgeSg
Add z» | Lewel 3'weight:
<< Remove | I

fudd 5 | Level 2 'wieight:
<< Hemoye | I

fodd 5 | Lewvel 1 Y eight:
<< Hemove | I

<< Previous | Mext > | Cancel | ] 4

Tobuild Svntax, proceed to the Bandom Y ariables screen and
click the Finizh Button

4.3.10 MISSING_DAT command

The MISSING DAT and MISSING DEP commands may be used when missing data are present in the
raw data file. The MISSING_DAT command allows you to specify a numeric value, which will
represent a missing value on any of the variables used in the analysis. This command may also be
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used in conjunction with the MISSING_DEP command, as described in Section 4.3.11. Note that use
of the MISSING_DAT command is optional.

Syntax

MISSING_DAT = <value>;

Any positive or negative value may be used. Only one value is allowed in this command. All
records with data values equal to the code specified in this command will subsequently be removed
from the analysis.

Default
-999999.0.
Examples
Valid examples of the use of this command include the following:

MISSING_DAT = 99;
MISSING_DAT = -998.0;
MISSING_DAT = 0;

4.3.11 MISSING_DEP command

The MISSING_DEP command may be used to specify a code assigned to missing values on the
response variables only. The consequence of using the MISSING_DEP command is that only records
with response variable values equal to the code assigned through the MISSING_DEP command will
be removed from the analysis. Note that use of this command is optional.

The MISSING_DEP command is recommended for use in the case of multivariate analysis. If only
one of the response variables to be used in the multivariate analysis has a missing response, only
that particular response will be considered missing while the remaining responses will still be used.

Syntax

MISSING_DEP = <value>;

Any positive or negative value may be used. Only one value is allowed in this command. All
records with response variable values equal to the code specified in this command will
subsequently be removed from the analysis.
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Default

-999999.0.

Example

Consider the observations

Response variables  Predictor variables
40 53 1.7 99 110 14.5 999
32 4499 7.7 3 12 13.7 53.2

and the command
MISSING_DEP = 99;

If the code 99 is identified as the code for missing data values on the dependent variables, this will
imply that the analysis of this record will use the first three response values and disregard the
fourth one in the case of the first observation. The third response variable will be omitted for the
second observation.

If, additionally, the code 999 is specified (MISSING_DAT = 999) as the code for missing data values
on all the variables included in the analysis, the whole first record as given above will be deleted
from the data set to be analyzed. The second observation will be retained with the exception of the
third response variable value.

This 1s accomplished by using both the MISSING_DEP and MISSING_DAT commands as follows:

MISSING_DEP = 99;
MISSING_DAT = 999;

Note that if only the MISSING_DEP command is used for the two observations given above, the
value of 999 for the last predictor variable on the first observation will be considered valid data and
will be used as such in the analysis.

4.3.12 OPTIONS command

Each problem for a multilevel analysis starts with an OPTIONS command. The keywords of the
OPTIONS command are used to control the estimation procedure and the amount of output to be
written at convergence of the iterative procedure. All keywords are set via the Title and Options
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dialog box through selection of the Title and Options option from the Multilevel Models menu on the
main menu bar. Inclusion of an OPTIONS command in a syntax file is required.

Title and Options x|

Title [ aximum 70 characters):

K.anfer and Ackerman data: Yariance decomposzition

M axiriurn Mumber of lkerations: |10 _:I

Convergence Critenion: ID.DD'I

Mizzing Data W alue: I-EIEEEIEIE Miree: IIJ
Mizzing Dep Walue; |-999999 Deviance: I

v Use OLS for starting walues [~ Calculate effect sizes

Additianal Dutput

[~ Asymptotic Covanances [ Residuals
[~ Empiical Bayes E stimates [~ Mo Data Summany

[~ Between and Within Covariance bMatices

Mest > I Cancel k.,

Tobuld Syntax, proceed to the Random Yariables screen and
click the Finizh Button

Syntax

OPTIONS <keywords>;

The keywords and options that may be used with the OPTIONS command are listed below. Details
on each keyword, option, and its default value are provided below. In the generated syntax file,
keywords may occur in any order. If any OPTIONS keywords are not given, the default values will
be used. Also see the examples of OPTIONS commands on p. 167 of this guide.

ACM Requests printing of asymptotic covariance matrices

Converge Sets a value for the test for convergence made at the end of each iteration

CovBW Requests printing of the within- and between-clusters covariance matrices

Deviance Provides the value of —2InL as reported in a previous analysis, with the
purpose to obtain a chi-square test statistic for comparing two nested models

Effect Estimates and print indirect effects of coefficients in the fixed part of the model

Maxiter Indicates the maximum number of iterations to be performed
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Nfree Indicates the number of free parameters as reported in a previous analysis

OLS Indicates whether OLS estimates are to be calculated during the first iteration
Output Sets the amount and type of output required
Summary Requests printing of summary table containing sample sizes of units

ACM keyword

The ACM keyword is used to print the large-sample covariance matrices of the estimated
parameters in the fixed part and random part of the model. This keyword is controlled from the
Title and Options dialog box.

Standard errors of the estimated parameters are equal to the square roots of the diagonal elements.
The non-duplicated elements of these asymptotic covariance matrices are written to external files
with the following default names:

<Outputfilename>_random.acm
<Outputfilename>_random.acm

If the output file name is, for example, kanfer1.out, then the large-sample covariance matrices are
saved to the files kanfer1_fixed.acm and kanfer1_random.acm.

Syntax

ACM = Yes/No
Default

No: asymptotic covariance matrices will not be printed.

Example

In the OPTIONS command below, the ACM keyword is used to request the printing of the
asymptotic covariance matrices at convergence. A convergence criterion of 0.0001 is set as the
requirement for convergence, and 30 iterations is indicated as the maximum number of iterations to
be performed.

OPTIONS MAXITER = 30 CONV = 0.0001 ACM = Yes;

CONVERGE = Keyword

A test for convergence is made at the end of each iteration. If the absolute difference between the
estimated parameters and their previous values are all smaller than the convergence criterion,
convergence is said to have been reached. In the Title and Options dialog box shown above, the
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default value is automatically shown next to Convergence Criterion. To change the value, click in
the box and enter the required convergence criterion.

Syntax

CONVERGE = <value>

Default
0.001 (10-2).
Example

In order to use a value of, for example, 0.0001 as convergence criterion, the keyword CONVERGE =
0.0001 must be included as part of the OPTIONS command, as shown in the following example:

OPTIONS MAXITER = 10 CONVERGE = 0.0001;

The iterative procedure will terminate if this requirement is met, or if 10 iterations (set with
MAXITER the keyword described below) have been performed without meeting this requirement.

COVBW keyword

The COVBW keyword is used to request printing of the within-clusters and between-clusters
matrices of the random effects. The non-duplicated elements of these matrices are written to
external files with the following default names:

<Outputfilename> _between.cov
<Outputfilename> _within.cov

For example, jsp1.pr2 in the MLEVELEX folder. For this syntax file, the default names are
jsp1_between.cov and jsp1_within.cov. This keyword is applicable to multivariate response models
only and is controlled from the Title and Options dialog box (see example above).

Syntax

COVBW = Yes/No
Default

No: the within- and between-clusters covariance matrices will not be printed.
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Example

In the OPTIONS command below, the COVBW keyword is used to request the printing of the within-
and between-cluster matrices at convergence, for which a convergence criterion of 0.0001 is set as
the requirement for convergence, to be attained within a maximum number of 30 iterations.

OPTIONS MAXITER = 30 CONVERGE = 0.0001 COVBW = Yes;

DEVIANCE keyword

The DEVIANCE keyword is used to provide the value of — 2 log likelihood as reported in a previous
analysis, in order to obtain a y° test statistic for comparing two nested models. The y* statistic is

defined as the difference in the deviance statistics for the two models, and has as associated
degrees of freedom the difference in the number of parameters estimated in the models compared.
It must be accompanied by the NFREE keyword, which is used to indicate the number of
parameters estimated in the previous model. The DEVIANCE and NFREE keywords are controlled
from the Title and Options dialog box (see earlier example of a Title and Options dialog box).

Syntax

DEVIANCE = <value>

where value equals the deviance (- 2 log L) value at convergence printed to the output file of the
previous analysis.

Default

None: no — 2 log likelihood value provided.

Example

In the OPTIONS command below, the DEVIANCE keyword indicates that a — 2 log likelihood value
of 22735.524 was obtained in the previous analysis, and that 44 parameters were estimated (NFREE
= 44). See Section 4.4.2 for a detailed example.

OPTIONS NFREE = 44 DEVIANCE = 22735.524;

EFFECTS keyword

The EFFECTS keyword is used to estimate and print indirect effects of coefficients in the fixed part
of the model. This keyword is controlled from the Title and Options dialog box.

Chapter 4: Multilevel models 162



Syntax

EFFECTS = Yes/No

where Yes indicates that indirect effects will be computed and listed for all the predictors in the
model.

Default

No: Indirect effects will not be computed.

Example
1. When the OPTIONS command shown below, with EFFECTS keyword set to Yes, is used
in combination with accompanying FIXED command, indirect effects will be computed
and listed for the predictors INTCEPT, AGE, and AGESQ.
OPTIONS EFFECTS = Yes;
FIXED = INTCEPT AGE AGESQ;
2. Typical output generated in the case of EFFECTS = Yes is shown below.
COEFFICIENTS LEVEL T-SQUARED APPROX DF EFFECT STZE
ability 1 50.83568 839 0.23902
intcept 2 4.51051 138 0.17791
time 2 520.05345 138 0.88898
timesq 2 284.90950 138 0.82079

Effect sizes are obtained by replacing the Z-values reported in the fixed part of the model
by t-values with DF as listed above.

Effect Size = sqgrt[tsqg/(DF + tsq)]

Level = 2: DF equals the number of level2 units - the number of level2 random coefficients
- the number of level2 covariates associated with level2 random coefficients.

MAXITER keyword

The keyword MAXITER is used to indicate the maximum number of iterations to be performed. The
value of the keyword is set on the Title and Options dialog box (see Section 4.3.2). To change the
value, click in the box and enter the required maximum number of iterations.

Syntax

MAXITER = <value>

Chapter 4: Multilevel models 163



Default

10.

The default number of iterations should be sufficient for convergence to be reached in most cases.
If, however, a more stringent convergence criterion is used or previous experience with a particular
data set indicates slow convergence, this keyword may be used to increase the maximum number
of iterations. If, on the other hand, you wish to obtain only the OLS estimates calculated in the first
iteration, MAXITER may be set equal to 1.

Example

In the OPTIONS command below, MAXITER is set to 30, indicating that a maximum of 30 iterations
should be performed. The iterative procedure may terminate before this number is reached if the
convergence criterion of 0.0001 (CONVERGE = 0.0001) is met.

OPTIONS MAXITER = 30 CONVERGE = 0.0001;

NFREE keyword

The NFREE keyword is used to denote the number of free parameters as reported in a previous
analysis, in order to obtain a y° test statistic for comparing two nested models. The y* statistic is

defined as the difference in the deviance statistics for the two models, and has as associated
degrees of freedom the difference in the number of parameters estimated in the models compared.
It must be accompanied by the DEVIANCE keyword, which is used to provide the value of — 2 log
likelihood as reported in the previous analysis. The DEVIANCE and NFREE keywords are controlled
from the Title and Options dialog box.

Syntax

NFREE = <number>;

where number is the number of free parameters, that is, the total number of parameters estimated
during the previous analysis, as reported in the output file.

Default

None: no parameters indicated for previous model.

Chapter 4: Multilevel models 164



Example

In the OPTIONS command below, the NFREE keyword indicates that 44 parameters were estimated
in the previous model, with a — 2 log likelihood value of 22735.524 (DEVIANCE = 22735.524).

OPTIONS NFREE = 44 DEVIANCE = 22735.524;

See Section 4.4.2 for a detailed example.

OLS keyword

OLS estimates of the fixed effects are calculated as a first step of the iterative procedure unless
otherwise specified. The OLS keyword is used to indicate whether the OLS estimates are to be
calculated during the first iteration. On the Title and Options dialog box, the default value for this
keyword is shown for Use OLS for Starting Values.

Syntax

OLS = <Yes/No>;

If starting values (see the FIXVAL command described in Section 4.3.8) are provided, use the OLS =
NO option. To set OLS to NO, use the check box on the Title and Options dialog box.

Default

Yes: OLS estimates will be calculated during the first iteration.

Example

As starting values are provided for the fixed effects on the FIXVAL command, the OLS keyword is
set to NO on the OPTIONS command below.

OPTIONS OLS = No;
FIXVAL = 0.151 0.355 0.654;

OUTPUT keyword

The OUTPUT keyword determines the amount of output produced. The output options are
controlled from the Title and Options dialog box. To get more than the default output, check one or
both of the boxes next to Residuals or Empirical Bayes Estimates (see description of the valid
options listed below).
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Syntax

OUTPUT = <option>;
where the valid options are as follows:

STANDARD  The default output only

BAYES The default output and empirical Bayes estimates
RESIDUAL The default output and residuals
ALL The default output, residuals and empirical Bayes estimates.

Details on each of these options are given below.

Default output (STANDARD):

The following information is written to the default output file:

1. Input specifications as supplied by you in the syntax file.
A summary of the hierarchical structure of the raw data.

3. Details of the iterative procedure at iteration 1 and at convergence, or MAXITER if
convergence was not attained. For each iteration, aside from the first iteration, these details
include the estimates, their standard errors, z-values and exceedance probabilities.

4. The covariance and correlation matrices of the random parameters on the different levels of
the model.

5. The value of -2 log likelihood (deviance) at each iteration and number of parameters
estimated.

6. The CPU time for completion of the iterative procedure and writing of required results to
the output file.

Empirical Bayes estimates (BAYES):

If OUTPUT = BAYES is specified, (1) to (6) are written to the output file. One, or in the case of a 3-
level model, two additional output files are also created.

The empirical Bayes estimates on levels 2 and 3 of the model are calculated and, along with their
variance and relevant variable codes, are written to the files *.ba2 and *.ba3, where these file
names refer to the second and third level of the hierarchy respectively. The filename and path are
the same as for the .out file.
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Residuals (RESIDUAL):

If OUTPUT = RESIDUAL is specified, (1) to (6) are written to the output file. An additional file,
*.res, is created, and contains the residuals as at convergence. The following information is given:
observed y-values, predicted y-values, and residuals.

All output (ALL):

All of the above files are created.

Example

1. By using the OPTIONS command shown below (without keywords), the convergence criterion will
be 0.001, a maximum number of 10 iterations will be carried out and partial output will be written
to the output file *.out. OLS estimates will be calculated during the first iteration.

OPTIONS;

2. Use of the command shown below will exclude the calculation of the OLS estimates during the first
iteration. The convergence criterion is 0.0001 and the maximum number of iterations is 20. Lack of
convergence will be noted in the default output file. All output files (standard output, Empirical
Bayes estimate and residual files) will be created based on the solution obtained at termination.

OPTIONS OLS=NONE MAXITER=20 OUTPUT=ALL CONVERGE=0.0001;

SUMMARY keyword

The SUMMARY keyword is used to suppress the printout of the data summary table. This keyword
is controlled from the Title and Options dialog box. In the example of a Title and Options dialog
box (see above), the No data summary check box is not checked, indicating that the SUMMARY
keyword is not used.

Syntax

SUMMARY = Yes/No

Default

Yes: the summary table containing sample sizes of units within the various levels of the
hierarchy is printed.
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Example

The OPTIONS command below request use of the default values for the OLS, MAXITER, and
CONVERGE keywords, along with suppression of the printing of the summary table, as indicated by
the absence of the SUMMARY keyword.

OPTIONS OLS=YES MAXITER=10 CONVERGE=0.001;

4.3.13 RANDOMNn command

The RANDOMn command is used to identify those variables whose coefficients are allowed to vary
randomly over a given level of the hierarchy. One RANDOM command is allowed for each level of
the hierarchy. When the syntax file is created through the interface, the RANDOM command(s) are
automatically generated. Variables listed, except for the variable intcept (intercept), must be
included in the data spreadsheet (*.psf file). The spelling and case in which they are given need to
correspond to that given in the spreadsheet. By default, the intercept is automatically included as a
random effect at each level of the model. To exclude the intercept term at any level, the
corresponding Intercept check box (see the Random Variables dialog box below) must be
unchecked. At least one RANDOMn command is required if a 2-level model is fitted. For a 3-level
model, two RANDOMn commands must be included in the syntax file.

Syntax
RANDOMN = <list of variables names to be included as random effects on level n> ;
Example
1. The Random Variables dialog box shown below corresponding to the commands
RANDOM?1 = intcept;

RANDOM2 = intcept Age Agesq;
RANDOMS3 = intcept;

Random Yariables x|
Yarniables in data Fandom Lewel 1
schioal ¥ Intercept
class
weight Add| >3
time —_—
tirmesan << Hemove
gender -
Age
AgeSq Randor Lewel 2
[V Intercept Aoe
AgeSq
Add = |
<< Hemove |
Random Level 3
v Intercept |
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2. The settings corresponding to the following commands are shown on the Random Variables dialog
box below:

RANDOMS3 = X1 X2 X3 X4 ;

RANDOM2 = X2 X1;
RANDOM1 = intcept;

Random Yariables x|

Wanables in data Random Lewvel 1

idend ¥ Intercept
idenz
weight Add »

ender —_—
EI— | oo

e
=3
Tl Fandom Lewvel 2
#h [ Intercept e
Age =1
AgeSg Addl w3

<< Hemove

i

Fandom Level 3
[ Intercept =1

2
Add z | wa
#d
4< Hemove |
L Ereviu:uusl Finigh I Cancel | ] 4

taodeling ermor covanances [COVAPAT statement] and/or testing
contrasts [COMTRAST statement] can be done by adding lines to
the syntax fle which appears after the Finizh button iz clicked.

From this hypothetical example the following can be seen:

o The random variables may be listed in any order.

o Any or all of the possible predictors may be included in a RANDOM command at any level
of the model.

The RANDOM1 command may be omitted in the case of a multivariate model or if a model with no
random component on level-1 of the hierarchy is to be fitted. Thus the following set of commands
may be used:

ID3 = iden3;
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ID2 = iden2;
RANDOM3 = X1:X4 ;
RANDOM2= X3:X4 ;

It is possible to place constraints on elements of the random coefficient covariance matrices.
Information on the constraints permitted and on the provision of initial values for elements of these
matrices are discussed elsewhere (see Sections 4.3.3 and 4.3.4 for the COVnPAT and COVnVAL
commands respectively).

4.3.14 RESPONSE command

The RESPONSE command contains information on the response variable(s) to be used in the
analysis. When the syntax file is created using the interface dialogs, the RESPONSE command is
automatically generated. This command is entered in the Select Response and Fixed Variables
dialog box, which follows the Title and Options dialog box. Since variable names are case
sensitive, spelling, etc. of the names of the response variables must be the same as those used in the
data spreadsheet (*.psf file). The RESPONSE command is a required command.

Syntax

RESPONSE = <response variable(s)>;

In the case of a multivariate model, more than one response variable may be listed in the
RESPONSE command. Response variables may be entered in any order.

Example

1. Inthe RESPONSE command below, the response variable is indicated as the variable
Y1:

RESPONSE = Y1,

2. The RESPONSE command for a multivariate model, in which 6 response variables
are listed,

RESPONSE = Math1 Math2 Math3 Eng1 Eng2 Eng3;

corresponds to the selection shown on the Select Response and Fixed Variables dialog
box shown below.
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! Select Response and Fized Yariables x|
W ariablez in data Fiezponze Yariables
rnath1 -
Add| = math2
math3
<7 Hemove engl
erige LI
Fixed Varniables
¥ Intercept
canztant Sdd w3
<« Hemove
Add »s Create Dummies Far;
<< Bemove

4.3.15 SY command

The SY command is used to specify the PRELIS System File (PSF) to be analyzed, and is
automatically generated if the multilevel model specifications are built via the dialog boxes. The
SY command is a required command.

Syntax

SY = <filename>;

where <filename> denotes the complete name (including folder name) of the PSF. The folder name
may be omitted if the PSF and multilevel syntax file are in the same folder.

Example

The command shown below is used to open the PSF file kanfer.psf, located in the MLEVELEX
folder.

SY ='C:\MLEVELEX\kanfer.psf;
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4.3.16 TITLE command

The TITLE command allows you to provide a description of the analysis to be performed. This
command, like all commands excluding the OPTIONS command, can be placed anywhere in the
syntax file. When generating syntax via the interface, the TITLE command corresponds to the first
entry on the Title and Options dialog box. The maximum permissible length of this optional
command is 70 characters.

Syntax

TITLE = <title as provided by the user>;

Default

No title.

Example

The TITLE command shown below corresponds to the example discussed in Section 4.4.1.

TITLE = Level-3 model with design weights;

4.3.17 WEIGHTn command

The WEIGHT command is used to specify design weights for each level of the multilevel model.
One WEIGHT command for each level of the hierarchy may be included in the syntax file. For a 2-
level model, either or both level-1 and level-2 weights, if available, can be used. Likewise, any
combination of weights can be selected for a 3-level model. Use of the command is optional.

Syntax

WEIGHTNn = <name>;

where n denotes a positive integer, (1, 2, 3), for the weight level and <name> denotes the case
sensitive name of the weight variable.

Default

No weights.
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Example

The WEIGHT command shown below indicates the use of the level-1 weighting variable SPWT.

WEIGHT1 = SPWT;
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4.4 Examples

The analysis of data with a hierarchical structure is known in the literature as, amongst others,
hierarchical modeling, random coefficient modeling, latent curve modeling, growth curve
modeling, or multilevel modeling. Here we opt to use "multilevel modeling" to describe models
exhibiting nested hierarchical structures.

The basic idea is that units, be it patients or measurements, are nested within units at a higher level
of the hierarchy. For example, multiple blood pressure measurements may be “nested” within
patients, where patients form the next, higher, level of the hierarchy. Alternatively, duration of stay
within a hospital for each individual may form measurements nested within a hospital. Here the
individuals are the lower-level units, nested within the hospitals that serve as the higher-level units.
No matter which of these structures applies, the outcome measured at the lowest level may be
described using regression coefficients at some or all the levels of the hierarchy. Variance
components at different levels of the hierarchy can be included for study. This allows the
researcher to evaluate the variation in outcome at various levels of the hierarchy, while inclusion of
any moderating effects is optional. In addition, the dependence of repeated measurements
belonging to one experimental unit in a typical growth curve analysis, for example, is taken into
account with this approach. Multilevel models are also suited to the analysis of unbalanced data,
and thus estimates can be obtained for units for which a very limited amount of information is
available.

Multilevel models are particularly useful in the modeling of data from complex surveys. Cluster or
multi-stage samples designs are frequently used for populations with an inherent hierarchical
structure. Ignoring the hierarchical structure of data has serious implications. The use of
alternatives such as aggregation and disaggregation of information to another level can induce an
increase in collinearity among predictors and large or biased standard errors for the estimates.

Multilevel models may be fitted to complex survey data or to data from a simple random sample by
using the options on the Multilevel Models menu. This feature is illustrated by fitting models to both
real and simulated data in the sections to follow.

441 Three-level analysis of health expenditure data

The data

The data set used here is the same as that used in Section 3.4.2, and forms part of the data library of
the Medical Expenditure Panel Survey (MEPS). Collected in 1999, these data from a longitudinal
national survey were used to obtain regional and national estimates of health care use and
expenditure based on the health expenditures of a sample of U.S. civilian non-institutionalized
participants. The survey sample design utilized stratification, clustering, multiple stages of
selection, and disproportionate sampling. The sample was drawn from 143 strata, divided into 460
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PSUs. Information on 23,565 participants included positive person-level weights and forms the data
set used here, excluding the 1,053 participants in the original data with zero person-level weights.
Data for the first 10 participants on most of the variables used in this section are shown below in
the form of a LISREL spreadsheet file, named meps2.psf.

VARSTR99 |VARPSU99 PERWTI99F TOTEXP99 RACE | SEX INSCOV|RPOVCI991 RPOVCI92
1 000 1.000 3551.611 0.000 0.000 0.000 1.000 0.000 0.000 «
2 1.000 1.000 4495.334 4205 0.000 1.000 1.000 0.000 0000 |
3 1.000 1.000 7689.239 4977 0.000 0.000 1.000 0.000 0.000
4 1.000 2000 11069.776 5.182 0.000 1.000 0.000 1.000 0.000
b 1.000 2.000 9288.983 8.112 0.000 0.000 0.000 1.000 0.000
[i] 1.000 2000 12651.611 10090 1.000 0.000 0.000 0.000 0.000
7 1.000 2.000 6156.326 6.642 1.000 1.000 0.000 0.000 0.000
8 1.000 2000 31359.461 8.204 0.000 0.000 0.000 1.000 0.000
9 1.000 2000 29082.097 7848 0.000 1.000 0.000 1.000 0.000
10 1.000 2000 14474.962 8.471 0.000 1.000 1.000 0.000 1.000 ~
| [

The variables of interest are:

o VARSTR99 is the stratum identification variable (143 strata in total).

o VARPSU99 is the PSU identification variable (460 PSUs in total).

o PERWT99F represents the final sample weight, with weights ranging between 307.16 and
80061.61, correcting for both non-response and adjustments to population control totals
from the Current Population Survey.

o TOTEXP99 is the natural logarithm of the total health expenditure of a respondent in 1999,
ranging between 0 and 12.24 and representing actual expenditure of between $0 and
$206,721.

o RACE is an ethnicity indicator, with a value of 1 indicating white respondents, and 0
denoting all other ethnic groups as well as respondents for which ethnicity is not known.
This variable was recoded from the original MEPS variable RACEX.

o SEX s a gender indicator, with a value of 0 indicating a male participant and 1 a female
participant; recoded from the original MEPS variable RSEX.

o INSCOV is an indicator of the level of insurance coverage, where 0 indicates private
coverage any time during 1999, and 1 indicates public coverage or no insurance at all
during 1999.

o RPOVC991 to RPOVC995 are five indicator variables, each associated with a category of the
original MEPS variable RPOVC99 which was constructed by dividing family income by the
applicable poverty line (selection of which depended on family size and composition),
expressed as a percentage.

Income is a variable that is often transformed using its natural log. Doing so in effect causes the
impact of each additional dollar to decrease as income increases. Logarithmic transformation is
also useful in lessening the influence of outliers, as the natural logarithm of a variable is much less
sensitive to extreme observations than is the variable itself.
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The original MEPS variable RPOVC99 assumed a value of 1 for a family with "high" income level
where family income was equal to or greater than 400% of the applicable poverty line, and a value
of 2 for those with a "low income" level (associated with 125% to 200% of the poverty line).
Families with "middle income", "near poor" and "negative or poor" levels of income relative to
poverty line income were coded 3, 4 and 5 respectively. For the "middle income" category, the
ratio (as percentage) of family income to poverty line was 200% to less than 400%. In the case of
"near poor" families, the percentages ranged between 100% and 125%, and for "negative or poor",
the family income was less than 100% of the relevant poverty line. Thus, a value of 1 on the
indicator variable RPOVC991 indicates a family with income at the "high " level, while a value of 1
on the variable RPOVC995 indicates a family with "negative or poor" income level. The variables
RPOVC992, RPOVC993, and RPOVC994 are associated with the categories "low income", "middle

income" and "near poor" respectively.

Note that as each of the five indicator variables for categories of RPOVC99 is coded 1 if a
participant responded in that category and 0 otherwise, only four of the five indicator variables can
be used in a model where an intercept is included. Indicator variables of this type can easily be
created by using the Create Dummies for option on the Select Response and Fixed variables dialog
box as described in Section 4.2.4. Here, we opted to create them prior to analysis as illustration of
that feature is not relevant to the example at hand.

The model

The multilevel model does not make provision for the specification of design related variables such
as stratum or PSU. Instead, these design variables are used to define the hierarchical structure of the
data. In this example, the stratum identification variable VARSTR99 is used as the level-3 identifier
and the PSU identification variable VARPSU99 serves to identify level-2 units (i.e., PSUs) nested
within a given stratum. We thus use the design variables to define a three-level hierarchical
structure, with participants as level-1 observations nested within PSUs, in turn nested within strata.
While not explicitly acknowledging the survey design or offering a conventional design effect
estimate to measure the difference in estimates obtained when implementing this design compared
to estimates obtained under a simple random sample, a multilevel model offers the advantage of
estimating the variation in total health care expenditure within and between PSUs.

A general three-level model for a response variable y depending on a set of r predictors
X,, X,,...,x, can be written in the form

Vige =X X Vi + X)Wy X1

where i=1,2,..., N denotes the level-3 units, j=1,2,...,n, the level-2 units, and k=1,2,..., n;
the level-1 units. In this context, y,, represents the response of individual &, nested within level-2
unit j and level-3 unit i. The model shown here consists of a fixed and a random part. The fixed

part of the model is represented by the vector product x'(f )b > where x'(f )i 1s a typical row of the
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design matrix of the fixed part of the model with, as elements, a subset of the » predictors. The
vector B contains the fixed, but unknown parameters to be estimated. The vector products X, ik Vis

X, ;> and X, )€ denote the random part of the model at levels 3, 2, and 1 respectively. For

'

example, X , . represents a typical row of the design matrix of the random part at level 3, and v,

(3)y

the vector of random level-3 coefficients to be estimated. The products x,, )ty and X, )€ Serve
the same purpose at levels 2 and 1 respectively. It is assumed that v,,v,,...,v, are independently
and identically distributed (i.i.d) with mean vector 0 and covariance matrix @, . Similarly,

u,,u,,..u are assumed i.i.d., with mean vector 0 and covariance matrix O and

’
mn;

2)°

e e e;, are assumed i.i.d., with mean vector 0 and covariance matrix @, .

i1 %2 s Yy

Within this hierarchical framework, the model fitted to the data uses the participant's gender,
ethnicity, type of health insurance cover, and measure of income relative to poverty level to predict
the total expenditure on health care in 1999, the latter transformed to the natural logarithm of the
actual expenses incurred.

TOTEXP99,, = f3, + 4, *SEX,, + f3, *RACE,, + f3, *INSCOV,, +
B, *RPOVCI91,, + B, *RPOVCI92,, + B, * RPOVCI93,, +
B, *RPOVC994,, +v,, +u,+e,

where [, denotes the average expected total expenditure on health care in 1999, and 8, £,,..., f;
indicate the estimated coefficients associated with the fixed part of the model which contains the
predictor variables SEX, RACE, INSCOV and the indicator variables for categories of income

relative to the poverty level. The random part of the model is represented by v,,, u , and e,

ij0 ijk >

which denote the variation in average total health related expenditure over strata, between PSUs
(or, in other words, over PSUs nested within strata) and between participants at the lowest level of
the hierarchy.

Example: Multilevel analysis with sampling weights
Setting up the analysis

The model is fitted to the data in meps2.psf by using the sequence of four dialog boxes accessed
via the Multilevel, Linear Model option from the main menu bar in LISREL. Note that options such as
Multilevel and SurveyGLIM are only available on the main menu bar when a *.psf file is open.

The first step is to open the PSF shown above, which is accomplished as follows:

o Use the File, Open option to activate the display of an Open dialog box.
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o Set the Files of type drop-down list box to Prelis Data (*.psf) and browse for the file
meps2.psf in the MLEVELEX folder.

o Select the file and click the Open button to return to the main LISREL window, where the
contents of the PSF are displayed.

The next step is to describe the model to be fitted using the multilevel module in LISREL. From the
main menu bar, select the Multilevel option. In this Chapter we limit our discussion to linear
models, and thus the Linear Model option will be used throughout.

Multilerel  SurveyGELIM Wiew  Window  Help

Linear Model Title and Cptions. ..
Mon-Linear Model  » Identification Yariables, ..

Response and Fixed Variables., ..

B erdomverables.

The first of the four options on the pop-up menu provide access to the Title and Options dialog box
discussed in Section 4.2.2. Start by providing a title for the analysis in the Title field. In this
example, default settings for all other options associated with this dialog box are used. Click the
Next button to go to the Identification Variables dialog box.

Title [ aximum 70 characters]:

wieighted 3-level model for MEPS datd

b awiriurn Mumber of lkerations: |10 =

LCornvergence Critenon: IEI.EIEI'I
Mizzing Data Y alue: |-999999 MFree: IEI

Miszing Dep Walue:  [-999999 D eviance:

v Use OLS fior starting values [T Calculate effect sizes

Additional Clutput
[ Asymptotic Covanances [T Besiduals
[~ Empirical Bayes E stimates [~ Mo Data Summary

[ Between and “Within Covariance Matrices

MHest > I Canicel k.

Tobuild Spntax, proceed to the B andom Y ariables screen and
click the Finizh Button
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On the Identification Variables dialog box, enter the variables defining the hierarchical structure as
ID variables (see Section 4.3.9 for detailed information on the ID command). As mentioned before,
the stratum identification variable is used to indicate the level-3 units in the hierarchical structure,
and the PSU identification variable serves a similar purpose at level 2. Select the variables
VARSTR99 and VARPSU99 as Level 3 ID variable and Level 2 ID variable respectively by clicking
on the variable names in the Variables in data field at the left of the dialog box. Add them to the ID
variable fields by clicking the appropriate Add button for each. This dialog box is also used to
provide information on weight variables, if any. In our case, only one weight, denoted by the
variable PERWTO9F, is available. Select this variable from the Variables in data field, and add it to
the Level-1 weight field as shown below. As all available information is now entered on this dialog
box, click the Next button to proceed to the Select Response and Fixed Variables dialog box.

Identification variables x|
Wanables in data idd 3 | Level 3 |D VW ariable
WARSTRIS IW‘-.FISTFEEIS
WaRPSUS9 << Remave |
FERwWT33F
;EEEXPE‘S Add 35 | Level 2 1D " ariable
SEX IR-’.&'-.FIF'SLIEIH
INSCOY << Remave |
RPOWCIT
RPOWCS32 .
RPOWC934 I
RPOYC95 £< Remave |
Add 55 | Level 2 'weight:
<4 Bemove | I
Lewvel 1 wieight:
IF'EFIWT 99F
<4 Remove |
<< Previouzs | Hewt = | Caricel | k.
Tobuild Svntax, proceed to the Random Y ariables screen and
click the Finizh Button

The Select Response and Fixed Variables dialog box, described in detail in Section 4.2.4, is used to
identify the outcome variable and predictor variables, if any. Select and add the outcome variable
TOTEXP99 to the Response Variables field in the same way as described for the previous dialog
box. Next, select the variables starting from RACE to RPOVC994 by dragging the mouse over them
and click the Add button next to the Fixed Variables field to include these variables as predictors in
the model. This completes the specification of the response and fixed variables.
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Before moving to the next dialog box, two other options available on this dialog box are worth
noting.

o As previously discussed, the indicator variable associated with the highest level of income
relative to the poverty line income is not selected for inclusion as the model fitted to the data
has an intercept. Because of the intercept term, inclusion of all five indicator variables would
lead to a design matrix of less than full rank and is bound to cause problems during the iterative
procedure. An alternative approach would be to use all five indicator variables in a model
without an intercept term. This can be achieved by deselecting the intercept term by
unchecking the box next to Intercept.

o The Create Dummies for option available on the Select Response and Fixed dialog box can be
used to create indicator variables for the categories of a categorical variable such as RPOVC99.
In fact, the indicator variables RPOVC991 to RPOVC995 were created in precisely this way for
inclusion in the present analysis, and simply renamed from their default names of DUMMY1 to
DUMMYS5 using the Define Variable option from the Data menu accessed from the main menu
bar in LISREL.

That said, proceed to the Random Variables dialog box by clicking the Next button.

Select Response and Fized 'lul'ariahIE5§§ x|
Wanables in data Rezponze Yarnables
WARSTRIS TOTEXP33
WARPSLSS add 3
FERWT39F o
TOTEXP33 <& Bemove
Fixed % ariables
v Intercept Ra&CE
SEX
Addl »x [NSCOW
RPOYVESS
<4 Hemove RPOYICIS2
— |RPOVCH33
RPOWC934
Add »s Create Durmmies for;
£< Hemove I
<< Previouzs Hewt = | Caricel | QF.
The durnmy variables are written to the PSF-file with default namesz
durnmy], durmmy2, ... Close the PSF-file and re-open to view theze
wanables.

The Random Variables dialog box shown below displays the default settings associated with this
dialog box. In the current model, only the intercept coefficients are allowed to vary randomly at the
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various levels of the hierarchy. As this corresponds to the default settings shown on the dialog box,
click the Finish button to generate the syntax for the model.

Wanables in data Random Lewel 1

YARSTRIY v Intercept
WARPSLS99

FERWT39F Sdd ==
TOTE=P933 —_—
RACE <4 Hemove
SEX -
INSCOY

RPOVCSS Fandom Lewvel 2
RPOYCI92 v Intercept
RPOWVC93

RPOYVCS34 gdd| » |
RPOYC935 —
<4 Bemove |

¥ Intercept

Add 2 |
<4 Bemaove |

44 Ereviausl Einizh I Caricel | k.

todeling ermor covanances: [COWRPAT statement] anddor testing
contraztz [COMTRAST statement] can be done by adding lines to
the zuntax file which appears after the Finish button iz clicked.

Fandom Level 3

The syntax shown below corresponds to the information entered via the dialog boxes above. Run
the model by clicking the Run Prelis icon on the main menu bar.

F¥ mepsz.pr2 =10 x|

OPTICHZ OQOL3=YEZ CONVERGE=0.001000 MAXITER=10 OUTPUT=ITANDARD :
TITLE=NWeighted 3-lewvel model for HMEPI data:

ST='Cihoomplex Sawmpling reportimepsz . pst';

IDS=VARITRSS;

IDZ=VARPZUSS;

WEIGHT1=FEERWTS9F;

REZPCHNIE=TOTEZFS9;

FIXED=intcept RACE 3IEX INICOV RPOVCO91 RPOVCS9Z RPOVCS9Z RPOVCS94:
RANDOM1=1intcept;

RANDOMZ=1intcept;

RANDOMI=intcept;

| I»

4 | AW,
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Discussion of results — Multilevel model with sampling weights

Portions of the output file meps2.out are shown below.

' meps2.0UT ;|g|£|
FY
NUMEEER OF LEWVEL 3 TNITI : 143 _I
NUMEEER OF LEWVEL 2 TNITI : 460
NUMEEER OF LEWVEL 1 TNITI : 23564
ID3 : 1 2 3 4 5 & 7 a
Mz : 2 2 2 2 2 3 2 2
Ml z9 =1 EE =13 159 48 48 7a
ID3 = 10 11 1z 13 14 15 16
Mz : 2 2 2 11 2 2 2 3
M1 114 23 &6 408 &6 G 168 1=
ID3 17 18 19 20 21 2z 23 24
Mz : 2 5 2 2 2 2 2 2
M1 364 215 7= 44 40 1= 171 151
ID3 25 26 a7 28 29 an 31 3z
Mz : 3 2 2 2 2 2 10 2
M1 225 18 =13 25 &a 26 417 26 _ILI
i | v oA

In the first section of the output file a description of the hierarchical structure is provided in the
Data Summary section. A total of 143 strata, 460 PSUs and information from 23,564 individual
participants were included at levels 3, 2 and 1 of the multilevel model. This corresponds to the
survey design described earlier. In addition, a summary of the number of PSUs and participants
nested within each stratum is provided. For stratum number 1 (ID3: 1), data are available from only
29 participants nested within 2 primary sampling units (N2: 2). By contrast, for stratum number 12
(ID3: 12), data are available from 408 participants (N1: 408) nested within 11 primary sampling
units (N2: 11).
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!-mEpsZ.DUT - 10| x|

F
Weighted 3-lewvel mwodel for MEPS data
ITERATICON MNUMEEER 1]
Fm— +
| FIZED PART OF MODEL |
F—————— +
COEFFICIENTS BETAL-HALT 3TD.ERR Z-VALLUE PE > | Z|
intcept 4.39123 0.11389 35.62367 O.ooooo
RACE 0.942985 0.05607 10.95549 0.o0o0ooa
3EX 0.92105% 0.03641 25.00785 0.o0oooa
IS CON -0.a510%9 0.07545 -5.602 642 0.o0oooa
RPOVCO91 0.35750 0.11408 3.13361 0.00173
RPOVCO92 -0.13832 0.10421 -1.32736 0.15439
RPOWVCR93 0.07036 0.11668 0.e80302 0.54649
RPOVC994 -0.329:29 0.14044 —2.34470 0.01204 _J
F—————— +
| -2 LoOG-LIEELIHOOD |
e +
DEVIANCE= -2*%LOG(LIEELIHOOD) = 118256.6158143171
NUMEEER OF FREE FPARAMETERSI = 11
-
4 | oy

The output describing the estimated fixed effects after convergence is shown next. The estimates
are shown in the column with heading BETA-HAT, and correspond to the coefficients 3, 5,,..., f;

in the model specification. From the z-values and associated exceedance probabilities, we see that
the coefficients associated with gender, ethnicity and insurance coverage type were all highly
significant. Recall that a value of 1 for the ethnicity indicator variable RACE indicated that a
participant was white, with a value of 0 assigned to participants from all other ethnic groups. The
positive estimated coefficient for this variable indicates an increase of 0.94298 units in the
logarithm of total health expenditure, holding all other predictors constant. Similarly, female
participants (coded "1" on the gender indicator SEX), are expected to have a total health
expenditure 0.91057 higher than male participants if all other variables are held constant. In
contrast, participants with public coverage or no coverage have a lower expected total expenditure,
as indicated by the negative estimated coefficient -0.65109.

Turning to the indicator variables associated with income relative to the poverty line income, it can
be seen that only two of the indicator variables, RPOVC991 and RPOVC994, have estimated
coefficients that are significantly different from zero at a 5% level of significance. In the case of
families with a "high" income, the estimate of 0.35750 for RPOVC991 indicates an expected
increase in expenditure, while for "near poor" families, the estimate of -0.32939 indicates an
expected decrease in expenditure, holding all other variables constant.
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Estimated outcomes for different groups

To evaluate the expected effect of the measure of a family’s income to the corresponding poverty
line income, suppose that the variables RACE, SEX, and INSCOV are held at zero, as would be the
case for a nonwhite male participant with private insurance coverage. If such a participant
originates from a family with "high" income, the logarithm of total health expenditure is expected
to be

By + B, (RPOVC991) + f; (RPOVC992) + B, (RPOVC993) + 4, (RPOVC994)
= ﬂo + ﬂ4

=4.39123+0.35750

=4.74873

which translates to a projected total expenditure of e*™*”> =$115.437 . In contrast, for a participant

with similar demographic background and coverage from a "near poor" family, we obtain a
projected total expenditure of

eﬁo +5;

4.39123-0.32929
=e

=$58.086

The predicted total expenditure (as natural logarithm) for similar participants from "low", "middle"
or "negative or poor" families are similarly obtained by calculating e”™, ' and e”
respectively.

Table 4.1: Predicted total health expenditure for various subgroups

I Male (SEX = 0) Female (SEX = 1)
fRaenfiFl’o?:::r:feWIth hlgh Insurance coverage: Insurance coverage:
(Rpo)\llcgg1 =1) Private Public/none Private Public/none

(INSCOV=0) | (INSCOV = 1) (INSCOV=0) | (INSCOV = 1)
Nonwhite (RACE = 0) $115 $60 $287 $150
White (RACE = 1) $296 $155 $737 $384

Respondents with near poor income (RPOVC994 = 1)

Nonwhite (RACE = 0) $58 $30 $145 $75
White (RACE = 1) $149 $78 $370 $193

In Table 4.1, the predicted total health expenditure is given for respondents with high or near poor
family income, for each of the subpopulations formed by gender, ethnicity and insurance coverage.
For purposes of the comparison, results are expressed in U.S. dollars, rather than in the natural
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logarithmic units of the outcome variable TOTEXP99. Respondents from families with high income
consistently outspend their near poor counterparts by approximately 100%, regardless of gender,
ethnicity or level of insurance coverage. In families with high income, female respondents spent
more in 1999 than their male counterparts, regardless of ethnicity. This is generally also true for
near poor respondents. It is also apparent that the total health expenditure in 1999 was higher for
respondents with private insurance than for respondents with public or no coverage, and that white
respondents spent more than respondents from other ethnic groups, regardless of gender or the
level of family income. From exploratory analyses, we know that the outcome variable TOTEXP99
is highly skewed, with median 1999 expenditure of $ 377.41. When this is taken in account, we can
conclude that, generally speaking, white females spent more on health in 1999 than 50% of all
respondents in the sample.

B¥ mepsz.0ut -0 x|

F
LEVEL 3 TAU-HAT STD.ERR Z-VALTE PR = | £
intecept Jintcept 0o.07305 0.02549 2.56353 0.01036
LEVEL 2 TAU-HAT STD.ERR Z-VALTE PR = | £
[ intcept finteept o.17706 0.03663 4.53310 O.ooooo
LEVEL 1 TATT-HAT 3TD.ERR Z-WVALLUE FE > | 2]
intcept Jintcept T.00625 0.19563 35.81370 O.o0oooa

-

4 | A

The output for the random part of the model follows, and is shown in the image above. There is
significant variation in the average estimated total health expenditure at all levels, with the most
variation over the participants (level-1), and the least variation over strata (level-3).

An estimate of the level-2 cluster effect, for example, is obtained as

0.17706
0.07305+0.17706 + 7.00628

x100% =2.41%

indicating that only 2.41% of the total variance explained is at level-2 of the model.
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Example: Multilevel analysis without sampling weights

To evaluate the effect on the estimated coefficients if the sampling weights are ignored for data
known to come from a disproportionally sampled survey, we fit the same model without a WEIGHT
command.

Setting up the analysis

To fit the unweighted model, the syntax file from the previous analysis can be edited by simply
deleting the WEIGHT1 command from the syntax file as shown below.

B meps2.pr2 -0 =|

ORPTIONS OLS=YES CONVERGE=0.001000 MAXITEER=10 OQUTPUT=3TANDLRD =
TITLE=Weighted 3-lewvel model for MEPZ data:

AY='C:hecomplex sampling reportimepszZ.psf';

ID3=VARITESS:;

IDZ=VARPZTOS

WEIGHT1=PERWTSSF;

REZPONIE=TOTEXP99;

FIX¥ED=intcept RACE SEX INZCOVW RPOVCO91 RPOVCO9Z RPOVCO93 RPOVCOO4:
FANDOMl=intcept:

FANDOMZ=intcept;

RANDOMI=intcept;

| 5

Identification variables x|
Wariables in data Add s | Level 3 1D Varniable
YWARSTRSS I\-".&FESTFEEIEI
WVaRPSLISS << Hemaove |
PERWTI9F
FoLEFas it | Level2IDVaroble
SEx I\-".&FH P5LI4E4
IM5COY << Remove |
RPOVCIN
RPOVCIS2 .
FPOVCE93 Add 35 | Level 3 wWeight:
RPOWVCI34 I
RPOVCI35 << Remove |
Add 5> | Level 2 wWeight:
<< Hemove | I
Add 5> | Level 1 wWeight:
|
<4 Previouz | et > | Cancel | ak |
Tobuild Syntax, proceed to the Random Y ariables ecreen and
chick the Finizh Button
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Alternatively, the Level-1 Weight field on the Identification Variables dialog box can be cleared by
clicking on this field and then clicking the Remove button next to this field.

Clicking Next on this and the next two dialog boxes, followed by clicking the Finish button on the
Random Variables dialog box will generate a revised syntax file.
Discussion of results — Multilevel model without sampling weights

After running the analysis by clicking the Run Prelis icon on the main menu bar, the following
output is obtained for the fixed and random parts of the unweighted model.

ITERATICH NUMEEER 4
e +
| FIXED PART OF HMODEL |
e +
COEFFICIENTS EETA-HAT 3TD.ERR Z-WVALUE PE = | |
inteept 4.45541 0.05350 53.39310 O.ooooo
RACE 0.85364 0.04971 13.75292 0.ooooo
IEX 0.93063 0.035281 Z25.98628 O.ooooo
INSCO -0.617585 0.04571 -13.51696 0. ooooo
RPOVCO9] 0.4930:2 O.06439 7.59791 O.ooooo
RPOVCO92 —-0.153%90 O.06ea77 -2.30502 o.02117 _J
RPOVCO93 0.10053 0.06193 1.62342 O.10450
RPOVCO94 -0.3534592 0.0597s -3.85321 O.0001:2
e +
| -2 LOG-LIEELIHOOD |
e +
DEVIANCE= -2+LOG(LIKELIHOOD) = 114663 .1692676620
NUMEER OF FREE PARAMETERS = 11 -
4| | v
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- meps2.0UT

4 |

=101 x|

LEVEL 3 TAT-HAT 3TD.ERER Z-VALUE FE > | Z]|
inteept fintcept 0.14557 0.03645 3.995824 0.00006
LEVEL = TAT-HAT 3TD.ERER Z-VALUE FE > | Z]|
inteept fintcept 0.1744:2 0.027a7 f.30265 0.0aoao
LEVEL 1 TAT-HAT 3TD.ERER Z-VALUE FE > | Z]|
inteept fintcept T.46282 0.06935 107.56310 0.0aoao

In Table 4.2, the predicted total health expenditure is given for respondents with high or near poor
family income, for each of the subpopulations formed by gender, ethnicity and insurance coverage.
When compared to Table 4.1, where similar results were given for the weighted analysis, no
difference in the overall pattern of expenditure is detected. Note, however, that the predicted
expenditure for Nonwhite respondents (RACE = 0) are consistently higher in Table 4.2 than was the
case in Table 4.1. For white respondents, the unweighted results shown in Table 4.2 are
consistently lower than the corresponding results in Table 4.1. If sample weights are not used in the
analysis, it may lead to a consistent, although small, overestimation of the health expenditure of
nonwhite respondents, and to an underestimation of the health expenditures of their white
counterparts.

Table 4.2: Predicted total health expenditure for various subgroups

o Male (SEX = 0) Female (SEX = 1)
Fenf!:;or}:enrtns with high Insurance coverage: Insurance coverage:
(aRp'o\','cg& :1) Private Public/none Private Public/none
(INSCOV=0) | (INSCOV = 1) (INSCOV=0) | (INSCOV = 1)
Nonwhite (RACE = 0) $141 $76 $359 $193
White (RACE = 1) $280 $151 $710 $383
Respondents with near poor income (RPOVC994 = 1)
Nonwhite (RACE = 0) $61 $33 $154 $83
White (RACE = 1) $120 $65 $304 $164
Chapter 4: Multilevel models 188



Results for the two models (weighted and unweighted) are summarized in Table 4.3. While results
for the models fitted in this case are not dramatically different, we observe that while some
coefficients are larger for the unweighted model (for example, the estimates for intcept, SEX,
INSCOV, and most markedly for RPOVC991), coefficients for RPOVC992 and RACE are larger for
the weighted model. The largest difference observed is in the case of ethnicity, where an estimated
increase of 0.94 in expenditure is associated with a white respondent under the weighted model,
compared to only 0.68 for a white respondent in the unweighted model (holding all other variables
constant). As this translates to a difference of e"** =1,296 in total health expenditure for 1999, this
difference is more important than it seems at first glance. In addition, the models are sufficiently
different in that coefficients statistically significant in one model are no longer significant in the
other, as illustrated by the estimated coefficients for the indicator variable RPOVC992. In the
weighted model, low income respondents are not expected to have a significantly different
expected total expenditure, while the estimated coefficient under the unweighted model indicates a
statistically significant decrease of -0.15 units in the total expected expenditure.

Table 4.3: Results of weighted and unweighted level-3 models for the MEPS data

Estimate Estimate

Coefficient (weighted) | (unweighted)
intcept 4.39123 4.45841
RACE 0.94298 0.68364
SEX 0.91057 0.93063
INSCOV -0.65109 | -0.61785

RPOVC991 0.35750 0.49302
RPOVC992 -0.13832* | -0.15390
RPOVC993 0.07036* | 0.10053*
RPOVC994 -0.32929 | -0.34592
Level-1 variance | 7.00628 7.46282
Level-2 variance | 0.17706 0.17442
Level-3 variance | 0.07305 0.14587

* Not significant at a 5% level of significance.

Comparison with SurveyGLIM model

A similar model was fitted to the data using the SurveyGLIM module (see Section 3.2.1) and a
Normal-Identity model. Results are summarized in Table 4.4. In general, results obtained for the two
models are similar.
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Table 4.4: Results of weighted multilevel and SurveyGLIM models for the MEPS data

Coefficient Multilevel model | SurveyGLIM model
intcept 4.39123 4.2771
RACE 0.94298 0.9393
SEX 0.91057 0.9204
INSCOV -0.65109 -0.6952
RPOVC991 0.35750 0.4319
RPOVC992 -0.13832% -0.1415%*
RPOVC993 0.07036* 0.1186%*
RPOVC994 -0.32929 -0.3433

* Not significant at a 5% level of significance.

We conclude that, where weight variables are available for survey data, these should be included in
the model as neglecting to do so can have a definite impact on the estimated coefficients. In the
current example, results for the two models were not dramatically different, but comparison of
predicted expenditure indicated the risk of consistently over- or underestimating the total health
expenditure for groups with different levels of family poverty. From the results it seems reasonable
to assume that it included a component to adjust for the over/undersampling of ethnic and gender
groups, a procedure commonly used in survey design to ensure representativeness. This is in
agreement with the fact that, according to the MEPS HC-054: 1999 report, Hispanic and black
households were oversampled at rates of approximately 2 and 1.5 times the rate of remaining
households.

4.4.2 Three-level analysis of simulated data

Unlike real data sets, simulated data sets have the advantage that the true population parameters are
known. Consequently, it is possible to evaluate how closely a particular model approaches these
values.

The data

A linear growth curve model with two dummy-coded covariates (Lang1 and Lang2) is fitted to a
simulated dataset surveyhlm.psf in the MLEVELEX folder. It is assumed that the level-3 units are
institutions. Within each of 100 institutions, 10 patients are selected on the basis of their initial
achievement in a test of short term memory (Score1) and measurements were repeated over six
time intervals for five patients from each institution and over 4 time intervals for the remaining 5.
In the table below, (Weight3) shows the level-3 weight calculations based on standardized initial
scores. See Section 4.5.3 for additional information on the weight calculations.
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Interval Lower Upper % Expected % Selected Weight3

1 -Inf -1.00 15.87 10.00 1.587
2 -1.00 -0.70 8.33 10.00 0.833
3 -0.70 -0.20 17.88 10.00 1.788
4 -0.20 0.00 7.93 10.00 0.793
5 0.00 0.30 11.79 10.00 1.179
6 0.30 1.00 22.34 10.00 2.234
7 1.00 1.30 6.19 10.00 0.619
8 1.30 1.80 6.09 10.00 0.609
9 1.80 2.30 2.52 10.00 0.252
10 2.30 Inf 1.07 10.00 0.107

Ten patients were selected from each institution as follows:
o Four from ethnic group 1 with Weight2 = 7.0/4.0
o Three from ethnic group 2 with Weight2 = 2.0/3.0

o Three from ethnic group 3 with Weight2 = 1.0/3.0

The first 10 records of the dataset in surveyhlm.psf are shown below.

F surveyhlm.psf

Institut | Patient | Score Time Langl Lang2 WT3 WwIi2
1 00 1.00 -1.84 0.00 0.00 0.00 1.59 1.75 +
2 1.00 1.00 -0.89 1.00 0.00 0.00 159 1.75 |
3 1.00 1.00 -1.21 200 0.00 0.00 159 1.75
4 1.00 1.00 -3.24 3.00 0.00 0.00 159 1.75
5 1.00 1.00 -1.16 4.00 0.00 0.00 159 1.75
6 1.00 1.00 -1.30 5.00 0.00 0.00 159 1.75
7 1.00 200 -0.07 0.00 0.00 0.00 159 1.75
8 1.00 200 299 1.00 0.00 0.00 159 1.75
9 1.00 200 092 2.00 0.00 0.00 159 1.75
1.00 2.00 3.63 3.00 0.00 0.00 159 175 ~

Note that the data were simulated in such a way that odd-numbered patients have six score
measurements at time points 0, 1, 2, 3, 4, 5. The even-numbered patients have only four score
measurements.

The model

The three-level model used here is similar to that described in the previous section. Within that
hierarchical framework, 500 data sets, surveyhlm.psf being the first, were simulated (see Section
4.5.3) according to the following hypothetical model
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Scorey, = B, + B, *Time+y, * Langl +y, * Lang?2

+v,, +Time* v, + Uy + Time * Uy + ey

where i denotes institution i, (i = 1, 2, ..., 100), ij patientj (j =1, 2, ..., 10) in institution i and ijk
the k-th measurement (k = 1, 2, ..., 6) on patient j in institution i. The outcome variable Score
denotes a patient’s measurement on some test of interest, Time the time of measurement, and Lang1
and Lang2 are indicator variables indicating a patient’s first or home language as being English or
another language.

In this model, S, denotes the average expected score, while S, indicates the estimated coefficients

associated with the time of measurement as represented by the fixed effect Time. The fixed part of
the model also includes the predictor variables Lang1 and Lang2. The random part of the model is
represented by v,,, u;, and e, , which denote the variation in score over institutions, between

patients (or, in other words, over patients nested within institutions) and between measurements at
the lowest level of the hierarchy.

The data were simulated under the assumption that
By} (1.0 7y (0.5
B ) l0s5) \y,) (=10

1
¢ = COV(MijOﬂuijl) = [0.3 0.2j

1
=C 05 Vi) =
A ov(Vy5, V) (0‘3 02}

and

o’ = Var(ey, )=1.0.

Fitting the model

The first step is to open the PSF shown above, which is accomplished as follows:

o Use the File, Open option to activate the display of an Open dialog box.
o Set the Files of type drop-down list box to Prelis Data (*.psf) and browse for the file
surveyhlm.psf in the MLEVELEX folder.
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o Select the file and click the Open button to return to the main LISREL window, where the
contents of the PSF are displayed.

The next step is to describe the model to be fitted using the Multilevel module in LISREL. To fit a
growth model to the data, we proceed as follows. From the main menu bar, select Multilevel, Linear
Model, Title and Options. Type in a title, and change the number of iterations to 20 and the
convergence criterion to 0.0001 as shown below. Click the Next button to activate the Identification
Variables dialog box.

Title [Maxirum 70 characters):

lewvel-3 model with design weights

b aximum Mumber of lterations: |20 =

Canvergence Criterian: IEI.I:IEH

Mizzing Data Y alue: |-999999 Mfree: I':I
Missing Dep ' alue: I-E‘E‘EE‘E‘E‘ D eviance: I

v Use OLS fior starting walues [ Calculate effect sizes

Additional Clutput

[ Asymptotic Covariances [~ Besidualz
[~ Empiical Bayes Estimates [~ Mo Data Summary

[T Between and Within Covaniance Matiices

Ment =» I Cancel ] 4

Tobuilld Svntax, proceed ta the Bandorm Y ariables screen and
click the Finish Button

Add the level-3 and level-2 identification variables (Institut and Patient) and also the variables WT3
and WT2 as the level-3 and level-2 weights respectively. To continue to the Response and Fixed
variables dialog box click Next.
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Identification variables x|

Wariableg in data Add >3 | Level 3 |0 W ariable
[rztituk I | rgtibuat

P atient << Bemove |

Score
Time
Langl

Lange I Fatient
<< Remove |

Add s | Level 3 Weight:
IWTS
<< Remove |

Lewvel 2 wWieight:
IWT2
<< Remove |

fodd w | Lewvel 1 weight;
<4 Hemoye | I

Add 5> Lewel 2 10 Wariable

Select Score as the dependent (response) variable and Time, Lang1 and Lang?2 as the fixed variables
(predictors). Note that an intercept term is automatically included unless the Intercept check box is
unchecked. For illustrative purposes, Time was added to the Create Dummies for: text box.

Select Response and Fixed Yariables x|
Wariableg in data Responze Vanables
Imztibut Score
Patient dd 3
SCore
T <4 Hemove
Langl
Lange
WiT3
Wz Fixed Vanables
V¥ Intercept Time
Langl
Addl 22 Langz
<4 Bemove
Add s Create Dummies for;
Time
£< Remove
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Click Next to go to the Random Variables dialog box, and add Time as level-2 and level-3 random
components (the variances are denoted by Var(u,,) = ¢(2),22 and Var(v,) = ¢(3)’22 respectively. Note

that by default, intercept terms are included at the different levels of the hierarchy. The level-1,
level-2 and level-3 variance components for the intercept are denoted by o, ¢(2),11 and gzﬁ(s)’“

respectively.
Random Yariables x|

Wariables in data R andom Level 1
[Fiztibuk ¥ |rtercept
Patient
Score Add s
Time
Lang] <% Hemove
Lang2 -
WiT3
Wz R andom Level 2

v Intercept Time
<4 Bemove |

Fandom Lewvel 3
v Intercept Tirne

Add z

i

£4 Bemove

When done, click the Finish button to obtain the PRELIS syntax file surveyhim.pr2. Click the Run
PRELIS icon button to invoke the multilevel module.

B surveyhin.PR2 =10] x|

Y

|OPTIONS QLZ3=YE3 CONVERGE=0.001000 MALXTITER=z0 OUTRUT=3TANDALED ; —
TITLE=1level-3 model with desigh weights! —
AT='C:hLigreld? MLEVELEXY surveyhlm. pst!' ;
ID3=Institurt;
IDZ=Parient;
WEIGHT3I=WT3;
WEIGHTZ=WTZ;
REIPONIE=3core;
FIZED=intcept Time Langl Lang:s:
DUMMY=Time;
RANDOMl=intcept:
RANDOMz=intcept Time:
RANDOMI=intcept Time:

4 | 1A
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Discussion of results

The output for the fixed part of the model is given first, as shown below.

=101 x|
I F
level-3 model with design weights
ITERATION NUMEER 4
e +
| FIXED PART OF MODEL |
e +
CCOEFFICIENTS BETL-HALT 3TD.ERR Z-VALUE PR = | Z
intcept 0.92865 0.11624 7.958895 0.0ooooo
Time 0.51411 0.04700 10.93954 0.0ooooo
Langl 0.39340 0.10188 3.86158 0.00011
Langz -1.03430 0.12628 -5.19033 0.0o0o0o0o0 _J
- +
| -2 LOG-LIEELIHOOD |
e +
DEVIANCE= -2*LOG(LIEELIHOOD) = 2Z0251.45600144501
NUMEEER OF FREE PARAMETERS = 11
CHI-S3QUARE 3SCALE FACTOR = 0.68008
-
1 M A4

Recall that the "true" values of the intcept, Time, Lang1 and Lang2 parameters were 1.0, 0.5, 0.5, and
-1.0 respectively. To obtain 95% confidence intervals for these estimates, we calculate

Estimate £1.96(std. error)

and find that the confidence intervals for the estimated intcept, Time, Lang1 and Lang2 parameters
are (0.7009; 1.1565), (0.4220; 0.6062), (0.1937; 0.5931) and (-1.2818; -0.7868) respectively. In all
four cases, the confidence intervals include the "true" values of corresponding parameter.

Note that a y* scale factor of 0.68008 is reported. This value is used to obtain a corrected y°-
statistic for testing one model against another model, as will be shown in the next example.

The output for the random part of the model is given next. Note that the parameter estimates
reported in the output are generally close to the population values which were used to simulate the
data. The "true" values for both the level-3 and level-2 variance-covariance components are 1.0,
0.3, and 0.2 respectively. The standard error estimates shown have been corrected as described in
the theoretical section (see Section 4.6).
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!-surverhlm.DUT

intcept
Time
Time

Jintcept
Jintcept
A Time

Jintcept
Jintcept
A Time

Jintcept

0.93174
0.255a5
0.17510

0.96301
0.368073
0.20032

1.02328

=101 %]

0.16915
0.06072
0.03405

0.12059
0.04117
o.02207

0.06542

5.50324
4.21045
5.13730

7.98535
g.76351
9.07335

15.64041

0.ooooa
0.00003
0.ooooa

0.00000
0.00000
0.00000 [

0.ooooa

_*Cfi

For the level-3 variance components, 95% confidence intervals can be obtained as shown
previously. The confidence intervals corresponding to intcept/intcept, Time/intcept, and Time/Time are
(0.6002; 1.2633), (0.1367; 0.3747) and (0.1083; 0.2419) respectively. Again, the "true" values fall
within these intervals. This conclusion also holds for confidence intervals for the level-1 and level-
2 variance-covariance components, which are calculated in the same way.

Note that the spreadsheet presentation of surveyhim.psf will only show the variables Institut, Patient,
..., WT2, although dummy variables corresponding to the six measurement occasions were written
to the actual PSF file. To see these dummy variables, close the PSF file (without saving it) and

then use File, Open to display the modified PSF file.
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¥ surveyhim.psf : =101 x|
WT3 WT2 dummy1 dummy? dummy3 I dummy4 I dummyb I dummyb I
1 1.587 1.750 1.004 0.00a 0.000 0.00a 0.00a 0.000 -
i 1.587 1.750 0.00a 1.000 0.000 0.00a 0.00a 0000 |
3 1.587 1.750 0.00a 0.00a 1.000 n.00a 0.00a0 0.000
1 1.587 1.750 0.004a 0.00a 0.000 1.004 0.00a 0.000
5 1.587 1.750 0.00a 0.00a 0.000 n.00a 1.000 0.000
b 1.587 1.750 0.00a 0.00a 0.000 n.00a 0.00a0 1.000
Fi 1.587 1.750 1.004 0.00a 0.000 0.00a 0.00a 0.000
i 1.587 1.750 0.00a 1.000 0.000 n.00a 0.00a 0.000
9 1.587 1.750 0.00a 0.00a 1.000 n.00a 0.00a 0.000
10 1587 1.750 0.00a 0.00a 0.000 1.004 0.00a 0.000 -
Kl _IﬂJ
443 Three-level saturated model for simulated data

Using the same simulated data described in Section 4.4.2, a "saturated model" using the dummy
variables created previously is now fitted to the data. This model illustrates the use of the NFREE
and DEVIANCE keywords to obtain a chi-square statistic for testing two nested models. A model of
particular interest is the so-called saturated model, which is obtained by estimating the population
means and the covariance matrices for both level-3 and level-2 at the six measurement occasions.
The dummy variables created in the previous section, each corresponding to a specific
measurement occasion, are used for this purpose.

Fitting the model

The model is fitted using the same sequence of dialog boxes shown in the previous Section. In
order to compare the fit of the saturated model with the fit of the model described in Section 4.4.2,
the deviance statistic and number of estimated parameters from the first model are used. In the
previous model, 11 parameters (4 fixed and 7 random) were estimated and a deviance statistic (-2
loglL) of 20291.456 was obtained. Enter these values in the Nfree and Deviance fields of the Title
and Options dialog box . Click Next to display the Identification Variables dialog box.

Title and Dptions X

Title [Maximurn 70 characters]:

Lewvel-3 zaturated model with design weights

b azirnurn Mumber of [terations: |20 =

Convergence Criteriar; IEI.EIEIEH

Miszing D ata ¥ alue: I-EEE'E'E'E' Mfree: I'I 1
Mizzing Dep Value: I-HHE‘E‘E‘E‘ Deviance: |2|:I2E|1 45¢]

¥ Use OLS for starting walues [ Calculate effect sizes
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As no changes to the hierarchical structure or weight specification entered previously on the
Identification Variables dialog box, click Next to load the Response and Fixed Variables dialog box.

Note that one cannot add an intercept term to the fixed part of the model when dummy1 to dummy6
are selected as predictors. If the intercept term is not unchecked, then the fixed parameter
coefficients can not be estimated, since the fixed-effect design matrix containing intcept, dummy1,
..., dummy6 will not be of full rank. Click Next to proceed to the Random Variables dialog box.

Select Response and Fixed Yariables x|
Wariablez in data Fezponze Wariables
[ristitu Score
Patient Add
Score
Time <4 Bemove
Langl
Lang?
WiT3
Fixed Wanables
[ Hntercept — fdummy1
durany
Addl 22 durmmy’3
durnmypd
durnrmyS << Remaove durnmy5
durnrmys _— durnnmyb

On the Random Variables dialog box, the intercept terms for the random effects are unchecked and
dummy variables one to six are only added at levels 2 and 3.
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Random Yariables X

Wariables in data Random Level 1
Irvstitut [ Intercept
Patient
Score Add »x
Time .
Langl <4 Hemove
Random Lewvel 2

[ Intercept durnmy j

durnmy2

Add > dummg’3

|:|I.Jr|'|r|'|_','4 I:|u|‘|'|l‘l‘|_','4
durnrnpt << Bemove | E!Ul'l'll'l'l_'r'g ;I

durnmyb

Fandom Level 3

[ Intercept durmrmy -
durmmys
Add 2 | durary3
durnrnyd
<< Hemove | durnrmyb LI
L Ereviu:uusl Einizh | Cancel | ] 4 |

todeling ermor covanances [COVAPAT statement] and/or testing
contrastz [COMTRAST statement] can be done by adding lines to
the zuntax file which appears after the Finish buttan iz clicked.

Click the Finish button to produce the PRELIS syntax file (which was subsequently saved as
surveyhim2.pr2).

B surveyhim PR2 O] x|

IDPTIDNS OLZ=YES NFREE=11 DEVIANCE=20291.456 CONVERGE=0.001000 MAXITER=10 =
OUTPUT=STANDALRD :

TITLE=Lewel-2 =saturated model with desighn weights:
S3¥='C:WLi=sreld?\ MLEVELEX) survevhlm.pst!' ;

ID3=In=titut;

IDZ=Patient:

WEIGHT3=WT3:

WEIGHTZ=WTZ:

RESPCNSE=Score;

FIXED=duranyl curernys clurarny3 curarmyrd durany S clurrny e
RANDOMZ =durany 1 curernys clurarny3 curarmyrd durany S clurrny e
RANDOMS =durany 1l curernys clurarny3 curarmyrd durany S clurrny e
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Discussion of results

The portions of the output below summarize the estimated parameter values for the fixed part of

the model and the goodness of fit y* statistic. The ZS’ values are estimates of the population mean
scores at each of the six measurement occasions, after controlling for the within institution and
within patient variation. Note that the difference in the -2log(L) values is 2.335. The y° value of

1.5565 was obtained by multiplying 2.335 with the scale factor obtained when design weights are
included.

- + -
| FIXED PART OF MODEL |
e +
COEFFICIENTS BETA-HAT 3TD.ERER Z-VALUE PR = | Z|
durmrny 1 0.586268 0.11765 7.33286 0. ogooo
dureeny 2 1.47507 0.16289 9.05572 0. ogooo
dureeny 3 1.92424 0.19218 10.01261 0. ogooo
durnrnyd 2.43611 0.24712 9.85820 0. ogooo
durmrny 5 2.98650 0.z29087 10.26745 0. ogooo
durnrny 6 3.40673 0.34567 9.85532 0. ogooo
e +
| -2 LOG-LIEELIHOOD |
e +
DEVIANCE= -2*LOG(LIKELIHOCOD) = Z20289.12090921527
NUMEER OF FREE PARALMETERS = 45 _J
CHI-3QUARE 3CALE FACTOR = 0.66657
| === !
| Chi-square 3tatistic for Testing the Fit of |
| the Current Model wersus an ALlternative Model |
| | === |
-2LogiL)= 20289.1209 with 453 Free Parameters [(Current Model)
-2LogiL)= 20291.4560 with 11 Free Parameters [(Llternative Model)
Chi-3cuare= 1.5565, df= 37, p-walue= 1.00000
s
4 | v

Results for the variance components (random part of the model) are shown below. The 7 values
are estimates of the population variances/covariances at level-3 (institutions) and level-2 (patients).
An inspection of the output shows that, in general, there is greater variation in scores at each time
point within patients than is the case within institutions.
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; durtayl /duamyl 0.91628 0.16494 5.55510 0.00oo0
; durrayz  /dway L 1.14733 O.22266 5.152892 O.ooooo
i durreyz  / durnny2 1.74251 0.39513 4.37a70 O.00o001
: durenyd  Fdurmyl 1.37995 0.25356 5.43579 O.ooooo
? durrayd  / dureny2 2.03620 0.43779 4,65273 O.ooooo
i duntey3  / durenys 2.54612 0.50037 5.0835852 0.00oo0
| durrayd  /duwamyl 1.67425 0.33030 5.06593 O.ooooo
I durrayd  / durny 2 Z2.61631 0.56534 4, 62783 O.ooooo
1 duranyd  /dureny3 3.22516 0.63144 5.10761 O.ooooo
: durrayd  / duraryd 4.15454 0.52442 5.07574 O.ooooo
i duntays [/ duanyl 1.54738 0.342Z22 5.39825 0.00oo0
| durrny5  / durny2 2.54893 0.61934 4.59985 O.ooooo
i durrnys  / durooy 3.58710 0.68373 5.20034 O.ooooo

| duranys  / duronyd 4.695859 0.90930 5.16726 O.ooooo _J
| durrnyS  / duray S 5.51998 1.04566 5.275594 O.ooooo
| durtays [/ duayl 2.17376 0.40991 5.30307 O.ooooo
| durray s/ dureny2 3.46369 o.77s07 4.45162 O.00o0o01
durray s/ durooy 4.35163 0.566582 5.05483 O.ooooo
I durray s/ duraryd 5.67539 1.121589 5.055879 O.ooooo
[ durrny s/ duray S 6.58908 1.28273 5.13676 O.ooooo
duntays [/ duary o §.03920 1.c0640 5.00445 O.ooooo

-

| | 2

churenyl  F durmyl 2.14267 0.15073 11.5855681 0. ooooo
o2 F duramyl 1.45763 0.16133 9.03221 0. ooooo
o2/ dummyE 3.05585 0.31345 9.749:21 0. 00000
chureeny3  F duramyl 1.93048 0.z10%7 9.159:20 0. 00000
curenyd  F durmmy2 2.57313 0.29348 B.TETTV 0. ooooo
chureny3 F dummy 3 4.32406 0.41703 10.36364 0. ooooo
durneyd [/ durany 1 2.1951¢8 0.zz2799 9.62825 0. 00000
curnyd / durny2 3.11563 0.35917%7 g.67454 0. ooooo
churrnyd / dummy3 3.99632 0.41053 9.7349441 0. ooooo
dureyd / cdurenyd 5.926083 0.59607 9.94154 0. 00000
churenyS F duramy 1 2.60165 0.275863 9.33742 0. ooooo
durrnyS F dummyE 3.g81a1 0.428a1 S.05627 0. ooooo
dureeys /oy 3 4.59265 0.45537 10.01525 0. 00000
churenyS  F duramyd 6.065818 0.60663 10.003068 0. ooooo
oS duramy S g.14633 0.752a0 10.52410 0. ooooo
cdureny s/ dummy 1 2.88793 0.z9610 9.75344 0. 00000

dureny e F durmmy2 4.37308 0.535862 3.11307 0. 00000 -J
curny e/ durny 5.73908 0. e0063 9.55432 0. ooooo
churrny s durmmyd 7.07370 0.71722 9.86263 0. ooooo
durey s/ durany S §.61150 0.83782 10.27545 0. 00000
curny e F durmy e 11.07427 1.153162 9.78620 0. ooooo

-

4 | _'|_/£!
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4.5 Evaluation

451 Introduction

A feature of many sampling surveys is that the probability of selection is unequal. This can be the
result of stratified sampling, cluster sampling, subpopulation oversampling, designed unequal
probability sampling, etc. If the unequal probability of selection is not incorporated in the analysis
a substantial bias in the parameter estimates may arise. This bias is commonly known as the
selection bias. If the probability of selection is known and incorporated in the analysis the selection
bias can be eliminated.

In the next section we compare the performance of the methods implemented in the four statistical
software packages LISREL, HLM, Mplus, and MLWIN. In all the tables to follow, the abbreviation
MLevel is used to denote the multilevel module in LISREL.

4.5.2 Comparison of results using two-level simulated data

Asparouhov (2004) selected a linear growth model for continuous outcomes as the basis for a
simulation study. This model can be estimated by all the different statistical packages for
hierarchical linear modeling. An unbalanced design, consisting of 500 univariate observations that
are clustered within 100 level two units, was used. Half of the level-2 units have four observations
and the other half have six observations. The times of the observations are equally spaced starting
at 0 and ending with 3 for the clusters with 4 observations and ending with 5 for the clusters with 6
observations. The linear growth model has random intercept and slope coefficients.

The observed variable Y, for level-2 unit i at time j is given by

Yl.j =b,, +b, +é&;

where &, is a zero-mean, normally distributed residual with variance . The random effects b,

and b, have means £, and f,, variances ¢, and ¢,, respectively, and covariance ¢,, .

The selection model is defined by the initial status in the growth model Y, namely
P(b, =) =1/(1+exp{-Y,}), i.e., level-2 units with higher initial status have been oversampled.

The analysis was replicated 500 times. An example of a few records for the first of the 500 data
sets, in the form of a PSF, is shown below.
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10007.000 0968 1.000 2523 =
10007.000 2. 165 2.000 2623
10007.000 2512 3.000 2623
10002.000 0.256 0.000 1.774
10002.000 1.617 1.000 1.774
10002.000 0555 2.000 1.774
10002.000 2479 3.000 1.774
10002.000 4.184 4.000 1.774
10002.000 1.656 5.000 1.774

Table 4.5 shows the bias in the parameter estimates as well as the coverage rates for the 95%
confidence intervals computed by LISREL 8.71, HLM 6, Mplus 3 and MLWIN 2. Note that this table
contains updated HLM results when compared to Asparouhov (2004), where the previous version of
HLM was used. In addition, results obtained with LISREL 8.7 have been added.

Table 4.5: Bias and Coverage in LISREL, HLM, MLWiN and HLM

Parameter | True Bias Coverage

Value | LISREL | HLM MLWiN | Mplus | LISREL | HLM | MLWiN | Mplus
B 0.5 0.019 | 0.016 | 0.017 | 0.017 | 0.906 | 0.908 | 0.782 | 0.908
By 0.1 0.001 0.03 | 0.002 | 0.002 | 0.948 | 0.938 | 0.888 | 0.942
&, 1 -0.029 | -0.012 | -0.024 | -0.024 | 0.840 - 0.758 | 0.848
by, 0.2 | -0.006 |-0.001 | -0.006 |-0.006 | 0.878 - 0.848 | 0.902
b, 0.3 | -0.005 | -0.008 | -0.005 | -0.006 | 0.938 - 0.846 | 0.940
o’ 1 -0.005 | -0.012 | -0.008 | -0.008 | 0.946 - 0.878 | 0.910

The bias shown in subsequent tables is the difference between the mean of the estimated
parameters over the 500 simulated data sets and the true value for that parameter as used in the
actual simulation. For example, the first value for LISREL in the body of Table 4.5, i.e. 0.019,
indicates that the average of the estimates of /3, with this program was 0.5 + 0.019 = 0.519.

The coverage reported was calculated by determining the lower and upper bounds of a 95%
confidence interval for each of the parameters for each of the simulated data sets. If the true value
for the parameter fell within the confidence interval, an indicator variable was assigned a value of
1; if not, the indicator variable was coded 0. The mean value of the indicator variable over all 500
data sets, expressed as a percentage, is the coverage as reported in the tables to follow and indicates
the percentage of data sets where the confidence interval based on the estimates obtained included
the simulated or “true” value. The SAS code for calculation of coverage for the intercept is given
below.
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title 'coverage of intercept';
*Upper and lower limits of interval;
upper=intcept+l.96*serror;
lower=intcept-1.96*serror;
*Determine inclusion of true value;
if lower<=0.5<=upper then include=1;
else include=0;

proc means;

var include;

The biases produced by LISREL, HLM, Mplus and MLWIN are virtually identical. While the difference
in the point estimation between the three methods is very small, the difference in the variance
estimation (where available) is not.

Table 4.6 shows the effect of ignoring the design weight, as computed with LISREL 8.7. There is
large bias present in the estimation of the intercept coefficient ( £, ) and the variance of the level-2

intercept error term (¢, ) when weights are omitted. This conclusion is substantiated by the low
coverage for these parameters.

Table 4.6 Bias and Coverage in LISREL without inclusion of a weight variable

e e LT —
B, 0.5 -0.482 0.60 0.019 0.906
B 0.1 0.031 0.906 0.001 0.948
@, -1.0 -0.312 0.592 -0.029 0.840
@, 0.2 -0.002 0.932 -0.006 0.878
@, 0.3 -0.020 0.922 -0.005 0.938
o’ 1 -0.005 0.936 -0.005 0.946

4.5.3 Comparison of results using three-level simulated data

In this section we discuss the results of a simulation study for the evaluation of a 3-level model
with level-2 and level-3 weights. Five hundred datasets were simulated according to the following
hypothetical model

Scorey, = B, + B, *Time+y, * Langl +y, * Lang?2

+Vyo + Time* v, +u,, + Time*u, +e,

where i denotes institution i, (i = 1, 2, ..., 100), ij patient j (j =1, 2, ..., 10) in institution i and ijk
the k-th measurement (k = 1, 2, ..., 6) on patient j in institution i. The outcome variable Score
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denotes a patient’s measurement on some test of interest, TIME the time of measurement, and Lang1
and Lang2 are indicator variables indicating a patient’s first or home language. The data were
simulated under the assumption that

o) G

1
@, = COV(”;';'O’“?/I) - (03 02}

1
= C V)=
A ov(vy55V,) (03 QZ]

and
o’ = Var(e; )=1.0.

Note that the data were simulated in such a way that odd-numbered patients have six score
measurements at time points 0, 1, 2, 3, 4, 5. The even-numbered patients have only four score
measurements.

Level-3 weights

To incorporate design weights, the simulated initial scores were standardized to a normal (0,1)
distribution and an equal number of "institutions" were subsequently drawn from each of the 10
score intervals ((—o,—1), (-1,-0.7), ..., (2.3,)) as shown in the table below. It can easily be
verified that for a standardized normal variable z, P(0.30 <z <1.00) =22.34%. In the simulation
study, patients (cases) were selected from 10 institutions if their standardized scores fell within the
interval (0.30, 1.00). To correct for this undersampling, a weight of 22.34/10.0 = 2.234 was

assigned to each of those institutions. In a similar fashion, 10 institutions were selected according
to the remaining nine score intervals as shown below.

Interval Lower Upper % Expected % Selected Weight3
1 -Inf -1.00 15.87 10.00 1.587
2 -1.00 -0.70 8.33 10.00 0.833
3 -0.70 -0.20 17.88 10.00 1.788
4 -0.20 0.00 7.93 10.00 0.793
5 0.00 0.30 11.79 10.00 1.179
6 0.30 1.00 22.34 10.00 2.234
7 1.00 1.30 6.19 10.00 0.619
8 1.30 1.80 6.09 10.00 0.609
9 1.80 2.30 2.52 10.00 0.252

10 2.30 Inf 1.07 10.00 0.107
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Level-2 weights

In order to incorporate level-2 weights, it was further assumed that the actual percentages of
patients in each of three ethnic groups are 70%, 20% and 10%. However, in each institution four
patients were drawn from the first ethnic groups, and three from each of the second and third ethnic
groups. To compensate for this unequal probability of selection, level-2 ("patient") weights were
assigned as follows:

o Four from ethnic group 1 with Weight2 = 7.0/4.0
o Three from ethnic group 2 with Weight2 = 2.0/3.0
o Three from ethnic group 3 with Weight2 = 1.0/3.0

The first 10 records of the dataset in surveyhlm.psf are shown below.

¥ surveyhlm.psf E@g‘
WT2

Institut | Patient | Score Time Langl Lang2 WI13
1 00 1.00 -1.84 0.00 0.00 0.00 1.59 175 ~
2 1.00 1.00 -0.89 1.00 0.00 0.00 1.59 175
3 1.00 1.00 -1.21 200 0.00 0.00 159 1.75
4 1.00 1.00 -3.24 3.00 0.00 0.00 1.59 1.75
) 1.00 1.00 -1.16 4.00 0.00 0.00 159 1.75
6 1.00 1.00 -1.30 5.00 0.00 0.00 1.59 1.75
i 1.00 200 -0.07 0.00 0.00 0.00 159 1.75
8 1.00 2.00 299 1.00 0.00 0.00 1.59 1.75
9 1.00 200 092 200 0.00 0.00 159 1.75
1.00 2.00 3.63 3.00 0.00 0.00 1.59 175 =

The model was fitted to 500 simulated data sets using HLM 6.0 (Bryk & Raudenbush, 2004) and
LISREL. Table 4.7 shows the bias and coverage for estimates obtained with weighted analyses using
LISREL and HLM. Results are very similar. HLM 6.0 does not provide estimates of the variance-
covariance components in the case of weighted models. Due to this, coverage for the HLM results
could not be calculated.

Table 4.8 shows the effect of ignoring the design weight, as computed with LISREL 8.7. For the
unweighted analyses it was found that the estimates of the fixed parameters (5,, B, y, and y,)
were strongly biased as is also reflected by the low coverage (0.042 in the case of the intercept
coefficient). As was the case for the similar comparison shown in Table 4.6, both bias and
coverage for the weighted model yield closer approximations to the theoretical expected values for
bias and coverage (0 and 0.95).
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Table 4.7 Bias and Coverage for simulated three-level data (weighted analyses)

Parameter | True Value | — HISREL _ ALM
Bias Coverage | Bias Coverage |

B, 1.0 -0.002 0.986 | -0.002 0.986
B 0.5 0.001 0.948 -0.004 | 0.948
I 0.5 -0.004 | 0.950 0.001 0.950
72 -1.0 -0.004 0.936 |-0.004 | 0.936
o’ 1.0 0.001 1.000 0.010 -
Doy 1.0 -0.072 | 0.856 | -0.075 -
Boyo 0.2 -0.003 0.970 | -0.000 -
Py 0.3 -0.011 0.906 |-0.013 -
P 1.0 -0.049 0.930 0.049 -
Py 0.2 -0.002 0.922 -0.003 -
D 0.3 0.008 0.922 0.008 -

Table 4.8 Bias and Coverage for simulated three-level data (unweighted analyses)

Parameter | True Value | Bias Coverage |
B, 1.0 0.418 | 0.042
B 0.5 0.090 | 0.548
4 0.5 -0.115| 0.756
7 -1.0 -0.122 | 0.764
o’ 1.0 0.004 | 0.920
Doy 1.0 0.064 | 0.908
Poym 0.2 0.000 | 0.966
Py 0.3 0.006 | 0.958
P 1.0 0.256 | 0.850
Py 0.2 0.017 | 0.954
Py 0.3 0.070 | 0.914

4.5.4 Comparison of results using a 3-level model for the MEPS data
The model fitted in Section 4.4.1 using the multilevel module (MLevel) of LISREL was also fitted

using HLM 6, MLWIN 2 and the SurveyGLIM (GLIM) module of LISREL 8.7. Table 4.9 below contains
estimates obtained with these four procedures for both weighted and unweighted models. Standard
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error estimates, where available, are given below the estimates in parentheses. Simplified two-level
models using the same data and a wider array of statistical software are given in the next section.

Results of the GLIM analyses are not directly comparable to those obtained using the multilevel
analysis programs HLM, MLevel and MLWiN, but are presented here to demonstrate the effect of the
different modeling assumptions. The standard errors reported for the SurveyGLIM module were
obtained under the assumption of stratification and clustering, using a Taylor linearization
approach to the asymptotic covariance matrix (see Section 3.6). In the multilevel programs, the
stratum and cluster variables define the hierarchical structure by serving as level-3 and level-2
identifiers, and it is assumed that the intercept coefficients vary randomly across the level-3 and
level-2 units.

Table 4.9 Comparison of results from 4 procedures for model fitted to MEPS data

Coefficient Weighted Unweighted
HLM | MLevel | MLWiN | GLIM | HLM | MLevel | MLWIiN | GLIM
ntorcept | 4360 | 4391 | 4336 | 4277 | 4458 | 4458 | 4459 | 4.8
(0.122) | (0.114) | (0.108) | (0.125) | (0.115) | (0.084) | (0.084) | (0.025)
o 0.944 | 0.943 | 0939 | 0.880 | 0.684 | 0.684 | 0.684 | 0.623
(0.088) | (0.086) | (0.082) | (0.100) | (0.096) | (0.050) | (0.050) | (0.017)
wox 0.904 | 0911 | 0920 | 0.932 | 0.931 | 0931 | 0931 | 0.945
(0.038) | (0.036) | (0.039) | (0.041) | (0.037) | (0.036) | (0.036) | (0.013)
ooy | 0616 | -0.651 | -0.695 | -0.630 | -0.618 | -0.618 | -0.618 | -0.733
(0.081) | (0.076) | (0.074) | (0.086) | (0.084) | (0.046) | (0.046) | (0.016)
rpovcoot | 0363 | 0358 | 0432 | 0439 | 0493 | 0493 | 0493 | 0.668
(0.118) | (0.114) | (0.103) | (0.109) | (0.095) | (0.065) | (0.065) | (0.023)
ovegez | 0122 | -0.138 | -0.142 | -0.114 | 0154 | -0.154 | 0154 | -0.128
(0.110) | 0.104) | (0.106) | (0.107) | (0.097) | (0.067) | (0.067) | (0.024)
oovcoo3 | 0.088 | 0.070 | 0119 | 0.130 | 0.10I | 0101 | 0.10I | 0.05
0.111) | (0.117) | (0.097) | (0.116) | (0.096) | (0.062) | (0.062) | (0.022)
oveoos | 0318 | 0320 [ -0343 | -0.263 | -0346 | -0.346 | -0346 | -0.336
(0.152) | (0.140) | (0.150) | (0.141) | (0.109) | (0.090) | (0.090) | (0.032)
variance 7.006 | 7.233 7463 | 7463 | 7.463
(level-1) 6-682 1 0.196) | (0.166) | VA | (0.069) | (0.069) | (0.069) | VA
variance 0.177 | 0.200 0175 | 0.174 | 0.174
(level-2) 0-19 1 0:037) | 0.046) | VA | (0.028) | (0.028) | (0.028) | VA
variance 0.073 | 0.101 0.145 | 0.146 | 0.146
(level-3) 0-079 1 0.029) | 0.048) | VA | (0.037) | 0.0365) | (0.036) | VA
deviance | 112067 | 118256 | 114698 114663 | 114663 | 114663
parameters 11 11 11 11 11 11

Parameter estimates for the unweighted analyses with HLM, MLevel and MLWIN are identical. The
HLM standard error estimates for the fixed effects are generally larger than those reported for
MLevel and MLWIN. The reason for this is that the robust standard error estimates produced by HLM
were reported. By including the commands
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WEIGHT2 = intcept;
WEIGHTS3 = intcept;

in the MLevel syntax file, results similar to those produced by HLM can be obtained with the MLevel
module (see Section 4.6.4 for a further discussion of this topic). The parameter and standard error
estimates for the HLM, MLevel and MLWIN procedures are very similar. Note that HLM 6.0 does not
produce standard errors for the variance components.

Turning to the GLIM results, we note relatively large differences in parameter and standard error
estimates for both the weighted and unweighted models. More research may be required to provide
users with guidelines if a choice has to be made between fitting a multilevel or a generalized linear
model to complex survey data.

4.5.5 Comparison of results using a 2-level model for the MEPS data

In order to expand the comparison of results for weighted models using all the software packages at
our disposal, we fitted a series of two-level models to the MEPS data. While this implies ignoring
the survey sample design to some extent, doing so was necessary in order to obtain results for SAS
PROC MIXED and Mplus. In the case of PROC MIXED, fitting 3-level models is computationally
intensive and thus not an option when a large number of models is to be fitted, while Mplus cannot
presently accommodate level-3 models.

In the first set of models, it was assumed that respondents were nested within the 143 strata only,
and no distinction was made in terms of the PSU they were drawn from. Three models were
introduced, each using a different subset of the predictors used in Section 4.4.1. For each of the
models, results for both weighted and unweighted analyses are given in Tables 4.10, 4.11 and 4.12.

An inspection of Tables 4.10 to 4.12 shows that the GLIM estimates and standard errors differ from
those obtained using the multilevel procedures. This result is to be expected, since the multilevel
approach allows for all or a subset of the regression coefficients to vary randomly over the different
levels of the hierarchical structure, while the GLIM approach assumes fixed regression coefficients
and uses stratification and clustering variables to produce appropriate standard errors.
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Table 4.10 Comparison of results for first model fitted to MEPS data

Model 1: Results for unweighted analyses

Coefficients MLevel HLM SAS MLWIN | GLIM Mplus
intercept 4.652 |4.652 |4.652 |4.652 |4.571 4.654
(0.066) | (0.092) | (0.066) | (0.066) | (0.078) | (0.093)

race 0.715 10.715 |0.715 |0.725 | 0.685 0.713
(0.048) | (0.097) | (0.048) | (0.048) | (0.117) | (0.097)

sex 0.919 ]0.919 |0919 |0929 |0.924 0.920
(0.036) | (0.036) | (0.036) | (0.036) | (0.039) | (0.036)

inscov -0.838 | -0.838 | -0.838 | -0.838 | -1.015 -0.840

(0.040) | (0.081) | (0.040) | (0.040) | (0.124) | (0.081)
variance (level 1) | 7.632 | 7.633 | 7.632 | 7.632 N/A 7.634

(0.071) (0.071) (0.181)
variance (level 2) | 0.221 0.224 | 0.222 0.333 N/A 0.223
(0.036) (0.036) (0.036)
Model 1: Results for weighted analyses
Coefficients MLevel HLM SAS MLWIN | GLIM Mplus
intercept 4.527 |4.528 4514 | 4.541 4470 |4.527
(0.092) | (0.093) | (0.062) | (0.091) | (0.091) | (0.093)
race 0.970 0.970 | 0.966 0.920 0.985 0.970
(0.082) | (0.082) | (0.048) | (0.084) | (0.086) | (0.082)
sex 0.902 0.902 0.902 0.906 0.901 0.902
(0.036) | (0.036) | (0.035) | (0.040) | (0.037) | (0.036)
inscov -0.822 | -0.822 |-0.825 |-0.832 | -0.899 | -0.824

(0.078) | (0.078) | (0.041) | (0.095) | (0.099) | (0.078)
variance (level 1) | 7.157 | 6.337 | 7.158 | 7.357 N/A | 7.161

(0.243) (0.190) (0.168)
variance (level 2) | 0.139 | 0.148 |0.161 |0.172 | N/A |0.138
(0.019) (0.027) (0.020)

Table 4.11 Comparison of results for second model fitted to MEPS data

Model 2: Results for unweighted analyses
Coefficients MLevel HLM SAS MLWIN | GLIM Mplus
intercept 4335 |4.335 |4.335 4.335 4.160 |4.338
(0.067) | (0.085) | (0.067) | (0.067) | (0.089) | (0.086)
race 0.821 0.821 0.821 0.821 0.810 |0.819
(0.048) | (0.101) | (0.048) | (0.048) | (0.122) | (0.101)
sex 0.904 |0.904 |0.904 |0.904 |0.906 |0.905
(0.036) | (0.035) | (0.036) | (0.036) | (0.038) | (0.035)
variance (level 1) (707(?752) 7.765 | 7.765 307(?752) N/A 20716 987)
variance (level 2) ?023452) 0.224 | 0.274 ?Ozgjz) N/A ?()207468)
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Table 4.11 (continued) Comparison of results for second model fitted to MEPS data

Model 2: Results for weighted analyses
Coefficients MLevel HLM SAS MLWIN | GLIM Mplus
intercept 4210 |4.211 |4.184 [4.220 |4.119 |4.209
(0.085) | (0.085) | (0.062) | (0.082) | (0.091) | (0.085)
race 1.108 1.108 1.105 1.044 | 1.134 | 1.108
(0.080) | (0.080) | (0.048) | (0.086) | (0.084) | (0.081)
sex 0.894 |0.894 |0.894 |0.896 |0.892 |0.894
(0.037) | (0.037) | (0.035) | (0.040) | (0.037) | (0.037)
variance (level 1) (7(')?27 50) 6442 | 7.276 (7(')‘.‘2857) N/A (7(')?17797)
variance (level 2) (0(').15213) 0.148 | 0.191 ?6.2(?35 | NA (0(').10620 "

Table 4.12 Comparison of results for third model fitted to MEPS data

Model 3: Results for unweighted analyses
Coefficients MLevel HLM SAS MLWIN | GLIM Mplus
intercept 5.143 5.144 | 5.144 |5.144 |5.066 |5.148
(0.064) | (0.095) | (0.064) | (0.063) | (0.078) | (0.096)
race 0.692 [0.692 |0.692 |0.692 |0.660 | 0.689
(0.049) | (0.095) | (0.049) | (0.049) | (0.116) | (0.095)
inscov -0.817 |-0.817 |-0.817 |-0.817 |-0.995 |-0.819
(0.041) | (0.082) | (0.041) | (0.041) | (0.124) | (0.081)
. 7.843 7.843 7.843
variance (level 1) (0.073) 7.844 | 7.843 (0.072) N/A (0.184)
. 0.221 0.221 0.221
variance (level 2) (0.036) 0.223 | 0.221 (0.036) N/A (0.036)
Model 3: Results for weighted analyses
Coefficients MLevel HLM SAS MLWIN | GLIM Mplus
intercept 5.000 | 5.001 4987 |5.012 |4.945 |4.999
(0.089) | (0.090) | (0.060) | (0.090) | (0.088) | (0.090)
race 0.952 10.952 |0.948 |0905 |0.967 |0.952
(0.081) | (0.081) | (0.048) | (0.083) | (0.086) | (0.081)
inscov -0.810 | -0.810 |-0.813 |-0.818 | -0.887 | -0.812
(0.079) | (0.079) | (0.042) | (0.096) | (0.100) | (0.079)
. 7.361 7.562 7.365
variance (level 1) (0.249) 6.517 | 17.361 (0.192) N/A (0.169)
. 0.137 0.172 0.136
variance (level 2) (0.019) 0.146 | 0.160 (0.027) N/A (0.020)

For all the weighted analyses, a comparison of the multilevel (MLevel) and Mplus results show that
the estimated parameters and standard errors (given in parentheses) are almost identical, with the
exception of the standard error estimate for the level-1 variance component.
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A comparison of the results for the unweighted analyses reveals differences in standard error
estimates. In this case, the MLevel, SAS, and MLWiN standard error estimates are in close agreement,
while those produced by HLM and Mplus are the same. In Section 4.6.4 it is shown that robust
standard error estimates can be obtained in the unweighted case if the command WEIGHT1 = intcept
is included in the syntax file. In doing so, the LISREL MLevel method yields the standard errors
reported in the Mplus column.
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4.6 Theory

4.6.1 Introduction

In Section 4.6.2, we outline a general procedure for the implementation of weights in level-2 and
level-3 models. A more rigorous theoretical treatment of these results are presented in Section
4.6.3. In Section 4.6.4 we provide some results for standard error estimation and fit statistics.

4.6.2 A general weighting procedure

Under the assumption that the sampling weights at a specific level are independent of the random
effects at that level, Pfeffermann et. al. (1997) adopted the following procedure. Consider the case
of a 2 level model. Denote by w, the weight attached to the i-th level-2 unit and by w, the weight

attached to the j-th level 1 unit within the i-th level-2 unit such that
2w =n, 2w =1
J i

where / is the total number of level 2 units and N = Zni the total number of level-1 units. That is,

1

the lower level weights within each immediate higher level unit are scaled to have a mean of unity,
and likewise for higher levels. For each level 1 unit we now form the final, or composite, weight

Wii = Nw_].l.wi/Zijiwi = NW,-%/Z”M .
J i i

Denote by z, and z, respectively the sets of explanatory variables defining the level 2 and level 1
random coefficients and form

Z = “]izu’w = Dl.ag{wv;o's}
: =Wz, W, = Dl-ag{wi;o.s}.

JjiTe> T

We now carry out a standard estimation but using z, and z, as the random coefficient explanatory
variables. For a 3 level model, with an obvious extension to notation, we have the following
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D Wi = 2 Wy =L 2w =K. N=2 > m I=3 1,
J i k PR T
Wik = NWnkaka/ZZZWMWMWk Wi = IW;\ka/ZZ Wi Wi -
Jork T

Goldstein (1995) also pointed out that in survey work analysts often have access only to the final
level-1 weights w,. In this case, say for a 2-level model, we can obtain the w, by computing

w, =WI1 / z w. W = [Z w, j /11. . For a 3-level model the procedure is carried out for each level-3
i J

unit and the resulting w, are transformed analogously.

4.6.3 Weights in multilevel models

Let
Yi = X b+ X, + ZZ(I)i/ei/’ i=12,..1
=1

with y,:(mx1), X :nxp, X,,:mxq, and Z,, nxr. It is further assumed that

)i Wi
u,u,,...u, are independently and identically distributed (i.i.d) with E(u;)=0, Cov(u,)=®, .

Also, e, ....e,, .€,,....e, areLid. with E(e;)=0, Cov(e;)=®. Note further that

Wi =

Example (r=1):

'

Suppose that x,,

=1,i=1,2,..,1, j=1,2,..,n. In this case, C0V|:ZZ(1)UCIJ} =c’l,, where
Jj=1
o= ()» @ scalar. From the distributional assumptions given above, it follows that

E(y,)= X(f)ipa COV(YUY;‘) =2,
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where

= ()M

L = X0 @)X + Z}Z(W(D Z
=

A

Consider the case where r = 1, then @ 0iPn L

2
=D.o".

n;

22

a =0, and ZZ
Jj=1

VA

_ 2
mitamiy = Xy )

If Z,; =\ Xoi | then Z

o7

n;
and hence ZZWJ Wyij
=

2 7. 2 2 2
=0 diag (X 15> Xy, ) =D;0" .
Let V, be a provisional estimate of X, then

7 -1y
' 4 | -1
BV, = {;Xmivi X(f)z} {;X(f)ivi yl},

where

Using a well-known result for matrix inversion,

[BOB +A] =A"-A'B[@'+BA'B] BA",
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it follows that

V'=(6 )’1 {Dil -D,'X,,, (6@ + X,

1

D'X,,) X,,D; }

(2)i (2)i

Hence

'

X(f)i

VX :(6'2) {T -T, [Azq)(z)"'T T T;i}’

where

n;
-1 _ ' 2
T, X(f)zD Xy —quw"(m/ Xyij

J=1

n;

_ ' 2
T, = Z WX X i ! Xy

Since w;, =w, -w,,, it follows that

I n;

Z XX (/)l//x(l)u’
i=l j=I

x 12
where x;,; = w; "Xy,

T, = ]Zl;xcf)z/"ém /Xy
Z WX Xy | Xy

T, = ZX(Z)i/X'(z)y’ /X

Z(W WOWX Xy | X

_ZW WiX(2)i (zw/ x(l)u

_ L * *! *2
= Z X X2/ Xty
Jj=1
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—1/2
w. X

where x(z)l] X gy

Let

1

A

C,, = [”cp;z)n }

then ZT .C,, T, is estimated by

I I
oS = _ 1/2
ZsziCa»Tzf = Zw,. ZW w Pwow, i X(f)t/ @i/ x(l)l/ x

i=1 i=1 j=l1

! 2
XX ! X

Since wyw,, =w; , it follows that ZT C(z),T is estimated by
! i *1 *) jal i * ' *)
Z ZX(.f')i/X(Z)ii/ Xy [“ @i quw"(m/ Xy
i=1| j=1 =]
Similarly
X, Vv, =(6%) [X,,, D'y, ~X,,,D;'X,,C., X, D'y, |
niYi Yi=\o i ¥i =Xy @i~ @i Yi
-l
=(6%) [tu~TCots ]
where

n;
X Dlv = 2
ty =X DY = 2 Xy /K
=

- >

=2 WquX(f)yyu/ x(l)u w; meyy/ x(l)u
Jj=1 Jj=1

n;
_ ! -1 _ 2
t; =XoD; 'y, = Zxawyﬁ [ X
j=l

n;
S V) * )
b = D Xy /Xy

J=1
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I I I
It can then be shown that ZX'(f)inlyi is estimated by (&2) 1 {t4. - qu} where
i=1 i

n, n; )i - 1
A 1 *) Jal * *) : _ *2
q; = [Z X X /xa)zy} Coy {Z X0y /xa)zy} and t, = Z wit, = ZZ X i i ! Xy
j=1 i=1

j=1 i=1l j=1

464 Standard errors and fit statistics

The method used in LISREL to calculate standard error estimates for multilevel models depends on
whether design weights are included in the analysis or not. We first consider the case where design
weights are used.

Let & denote the vector of estimated parameters. In Section 2.8 it was shown that an approximate

expression for the asymptotic covariance matrix of {( is given by

Cov(y)~1,' (v)GL,' (v)

where

o*InlL
E “ =1 ().
[6“{87 } (1)

As an estimate of G we use
1 .
G=— z 2.8
n -

oL . OlnL
where g. denotes the i-th contribution to the gradient vector g = .

Standard error estimates of the unknown parameters are obtained by taking the square roots of the

diagonal elements of Cov (?) .
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If no weighting variable is specified, it is assumed that Cov({() equals the inverse of the

information matrix, that is Cov(’}) =1I.'. In the case where no weight is specified, so-called robust

standard error estimates of the estimated parameters may be obtained by using the asymptotic
covariance matrix for the weighted case. This is accomplished by adding the command WEIGHT1 =
intcept; to the multilevel syntax file.

Likelihood ratio tests

Test of a null hypothesis against a restricted alternative hypothesis can be constructed, provided
that two conditions are met. Firstly, the models under H, and H, should be estimable and

secondly, the parameter space 2, for H, must be a subset of the parameter space Q for H,.

Use is made of the likelihood ratio test statistic

where L, and L, denote the likelihood functions under H, and H, respectively. For a large N
(see, for example, Anderson, 1984), —2InA=-2InL,—(-2InL) has an approximate y_,

distribution where the number of degrees of freedom v is the difference in the number of
parameters estimated under /, and the number of parameters estimated under /,. The statistic

—21In L is called the deviance.

Contrasts

Consider a clinical trial in which two types of drugs are administered to 400 obese adults. Adults
are randomly assigned to four groups:

o Group 1, Drug A, low dosage (10 mg/day)
o Group 2, Drug A, high dosage (50 mg/day)
o Group 3, Drug B, low dosage (10 mg/day)
o Group 4, Drug B, high dosage (50 mg/day)
Let y, denote weight loss of subject i on occasion t;,,i=1,2,...,400 andj=1,2, ..., n,,and let

v, =BAL+ B,AH + B,BL+ B,BH + B TlJ + B, AGE
+B,GENDER + BJINITW +u,, +T1J xu,, +e,
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where AL, AH, BL and BH are dummy variables, coded as follows

AL AH BL BH

Drug A,lowdosage 1 0 0 O
Drug A, highdosage 0 1 0 O
DrugB,lowdosage 0 0 1 0
Drug B, highdosage 0 0 0 1

In the above model B, f,, B;, and [, represent the average group loss (or gain) in weight over the

study period if we control for a subject’s age (AGE), gender (GENDER), weight at the onset of the
trial (INITW), and time (TI) at which the weight loss ( ;) measurement was made.

Visual inspection of the estimated f -coefficients may point to significant differences between the

different treatments. The construction of contrasts or linear functions of the parameters is a useful
statistical analysis tool and enables the researcher to perform hypothesis testing concerning the
equality of subsets of parameters.

In the example above, the fixed part of the model has 8 parameters f,, f,, ..., f;. We may want to
test the following 3 hypotheses:

H, B =5,
Hy,: B =B
Hy: B =P,

Each of these hypotheses can alternatively be written as

Hy 16 -15,+05,+08,+08, +08,+08, +05, =0
Hoz :1ﬂ1+0182 _1ﬁ3+0ﬁ4+0ﬂ5+0ﬁ6+0ﬂ7 +0188 =0
Hy:18+08,+08,-18,+05,+08,+08,+05, =0

or, in matrix notation,

H,:CB=0,
where
1 -1 0 000 0O
C=|{1 0 -1 0 0 0 0O
1 00 -1 0000
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Suppose that an additional 100 subjects (the control group) are also assigned to the experiment, but
each subject from this group receives a placebo. Suppose further that the 5 treatments are
hypothesized to be related as described by the tree diagram

| A
|B e
D
l1=control 2=AT 3=AH 4=BL 5=BH
Here we can form the orthogonal contrasts:
Treatments
Contrast 1 2 3 4 5 TIJ AGE GENDER INITW
A /3 13 13 -12 -12 0 0 0 0
B 1 -1/2 -12 0 0 0 0 0 0
C 0 0 0 1 -1 0 0 0 0
D 0 1 -1 0 0 0 0 0 0

A complex hypothesis about several elements of the vector of fixed coefficients p can be tested if
use is made of a pxm contrast matrix C, with p the number of contrasts and m the number of
fixed coefficients. The hypothesis is written in the form

Cp=k
where k is a known vector, usually k = 0.

For large samples (see e.g. du Toit, 1993), Cﬁ has an approximate N (CB,CF "C') distribution,

where I' = Cov(ﬁ). If the hypothesis H,:Cp =k is true, it follows (see, e.g. Anderson (2003)),
that

U=(cp-k)[cr'c] (cp-k)

follows an approximate y” -distribution with p degrees of freedom.
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A set of 100 (1- @)% simultaneous confidence intervals for the p elements of CB is given by the p
intervals

A [ 2 0.5
ciﬁi[cir ciZm,a]

2

where p <m, ¢, denotes the i-th row of C and ., is the critical value of the * distribution with

m degrees of freedom.
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